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A linearization technique for optimal
design of the damping set with
internal dissipation

A. Fakharzadeh J.*, H. Alimorad D. and A. Beiranvand

Abstract

Considering a damped wave system defined on a two-dimensional domain,
with a dissipative term localized in an unknown subset with an unknown
damping parameter, we address the ill-posed shape design problem which
consists of optimizing the shape of the unknown subset in order to minimize
the energy of the system at a given time. By using a new approach based
on the embedding process, first the system is formulated in variational form.
Then, by transferring the problem into polar coordinates and defining two
positive Radon measures, we represent the problem in a space of measures.
Hence, the shape design problem is changed into an infinite linear one whose
solution is guaranteed. In this stage, by applying two subsequent approxi-
mation steps, the optimal solution (optimal control, optimal region, optimal
damping parameter and optimal energy) is identified by a three-phase opti-
mization search technique. Numerical simulations are also given in order to
compare this new method with level set algorithm.

Keywords: Damped wave equation; Dissipation control; Radon measure;
Search technique; Shape optimization.

1 Introduction and Problem statement

In many technological situations, a given structure whose optimal position
is at rest (for instance), starts to vibrate due to uncontrolled disturbances
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which we would like to stop. One possibility, although under ideal conditions,
is described in [16] through damping mechanisms. In the literature, the prob-
lem of optimal stabilization for the 2-D wave equation has been extensively
studied from different perspectives (see for instance, [4], [9] and [13]). The
analysis performed by Hebrard et al. highlights the effect of the over-damping
phenomenon characteristic of this damped wave equation [2]. Freitas [9] and
Lopez [13] solved the mentioned problem in which the dissipation vanishes for
large values of the constant damping coefficient. In 2006, Munch et al. used
Young measures to solve a similar problem and presented a solution method.
In that study, the damping coefficient was fixed and the best unknown inter-
nal region was determined by the use of the gradient descend method [15].
In sequence, the best damping coefficient and damping set were determined
at different times using the level set method [16].

In this paper, we solve the problem of finding an optimal observation
domain w C € C R? for general damping wave equations in a new way. We
optimize not only the placement but also the shape of w, over all possible
measurable subsets of {2 having a certain prescribed measure. Such questions
are frequently encountered in engineering applications but have rarely been
treated from the mathematical point of view. In this regard, for the first
time, we consider a shape optimization problem to find the optimal shape
and place of a sensor, modeled by a two-dimensional wave equation. The
objective is to find the shape of the damping set that minimizes the energy
at some given end time (see [18] and [19]).

2 Optimal wave damping problem

Let Q C R? be a domain with piecewise smooth boundary and consider the
two-dimensional damping wave equation with Dirichlet boundary conditions.
Consider additionally that w is a subset of 2 with positive Lebesgue measure
which is independent of time ¢ € (0,T). The resulting equation for the
displacement of the sensor is then ( [2] and [16])

:I.J.w.,a - Ayw,a + a(l.)yw,a = 07 (l.vt) € Qx (O,T),
Yw,a = 0, (!L'7t) € 00 x (O,T), (1)
yw,a(x70) = yo($)7 yw,a(x70> = yl(m 9 X 6 Q7

here, a(z) = ax,(x) € L>®(Q,RT) is a damping function where a € RT is
unknown, & # w is an unknown region in 2, Jw is a smooth and simple closed
curve boundary which must be identified, x,, is a characteristic function of
w and yo and y; also indicate the initial position and velocity, respectively.
In addition, regarding the initial conditions, we assume that:

(o (@), y1()) € (H*(2) N Hy()) x Hy (),
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where H}(Q) (the Sobolev space of order 1 on 2 whose functions are zero on
the boundary of € [22]). System (1) is well-posed [12], whose unique solution
satisfies:

Yw.u € C(0,T); H*(Q) N H () NCH(0,T); Hy (2) N C?((0,T); L*()).

For every t > 0, the energy of system (1) is obtained through ( [16])

1 .
Bw.0.0) = 5 [ (. OF + Vo, @)

which satisfies the following dissipation law (see [23]):

Bw,a,t) = —/ () o (2, ) Pl < 0.
Q

Here, vy, , denotes the transversal displacement at point x in time ¢.

We attempt to find the unknown region w and damping function a(z), si-
multaneously, through a three-phase optimization procedure which is based
on an embedding technique. To apply this method, first, we present the
problem in variational form; next, it is transferred into a new theoretical
measure problem in which two unknown positive Radon measures in a prod-
uct space of measures are sought. Then, the solution procedure is explained
and finally, by a three-phase optimization technique, a nearly optimal shape
together with the optimal damping function as well as the minimized value
of system energy are constructed.

The paper is organized as follows: the next section is devoted to the basic
deformation in variational form. The aim of Section 4 is to state the problem
in a polar system. Section 5 deals with the embedding process and approxi-
mation schemes. In Section 6, based on the previous discussions, we present
the solution algorithm. Then, two numerical simulations are presented in
Section 7. Finally, concluding remarks are offered in Section 8.

3 Basic Deformation

In general, it is difficult to identify a calssical solution for problem (1); thus
attempts have usually been made to find a weak (or generalized) solution
of the problem, which is more applicable in our work. The main idea in
this replacement is to convert the problem into the variational form. To
this end, by multiplying the first equation of system (1) with a function
¢ € H} (2 x (0,T)) and using Green’s theorem, to the initial conditions, for
each t, one obtains:

/y&pdﬂc— / pAydz =/ (yai - w@dS) =0,
Q 9] a0 371 871
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/yAgod:v:/goAydx;
Q Q

/y'godx—/yAgodx—i—/a(m)y@dx:O. (3)
Q Q Q

therefore

then, we have:

Integrating both sides of (3) with respect to ¢ over [0,T] gives:

/ /ycpdwdt—/ /yAgodxdt+/ / x)ypdxdt = 0, (4)

Double integrating by parts with respect to ¢ from the first left expression
and integrating the third expression on the left-hand side of (4), we conclude:

Jo Jaiiedzdt = [o[5(T)p(T) = 9(0)¢(0) — y(T)(T) + y(0)¢(0)]d

+ [ [ ygddt; o)
Jo Joa@)ipdedt = [, a(@)y(T)p(T) - y<o> )= Jy yelde
= Joa@)[y(T)e(T) — y(0)¢ dw—fo Jo ala)ypdadt.
Now, by substituting the initial conditions of system (1) in (5), we have:
Jo Joiedudt = [oli(T)e(T) = y1(2)p(0) — y(T)G(T) + yo(x)(0)]dx
+ [ [ ypdadt; (6)
fo Jo a(@)gpdrdt = [, a(@)[y(T)e(T) — yo() di?*fo Jo alz)ypdrdt.
By applying (6), equation (4) is changed to:
Jo 9(T)p(T)dz — fgy ( Yz — [ JoyAedadt + [, a(@)y(T)p(T)da
— [, a(x) 0)dz — [ [, a(z)ypdedt + [ fQ ygdadt  (7)

= fQ[yl('r ‘P(O) — yo(:c)q:( )]dz.

Moreover, for all (z,t) € 9Q x [0, T] by the initial condition, we have y(z,t) =
0; to apply this condition and using Green’s theorem, we have:

/ y(z, t)p(x,t).ndo = / div(y(z, t)p(x,t))dz = 0. (8)
a0 Q

Since the unknown region w must lie in €2 and the measure of this unknown
region must be non-zero, the set of admissible shapes for problem (1) can be
shown as:
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Vi ={wcCQ:|w =L}, 0<L<1 (9)

in which |w| indicates the measure of w and L is a fixed number. This
constraint can be shown by the following integral relation:

/wdx:L/de. (10)

4 Expressing the problem in polar system

The mentioned optimal shape design (OSD) problem is defined based on the
unknown geometrical pair (w, Ow). This pair consists of a measurable set that
can be regarded as a nonempty region, and a simple closed curve which is its
boundary. Based on the simplicity property of the curve, our OSD problem
depends on the geometry which is used. We prefer to solve the appropriate
problems in polar coordinates since where 0 < # < 27 and r > 0, the curve
r = r(6) is simple. This simple fact is an essential part in our calculations
and also in numerical simulations. Hence, let 21 = rcos(d) and zo = rsin(6);
then, we have:

9y, layz

0%y 10y 1 0%
E) + =

=5+ -+

Vylr = [( %> ., Aylr oz oy T2 a0

2
and therefore:

dy., 1 0Oy

Blw.a.T) = 5 [ 10 0.T)F + (592 + 55 () rdras.

Since the nature of ) has not changed, but rather its representation has
changed, we use the same symbol and, in the end, the optimal shape is
shown in polar coordinates.

Additionally, for every ¢ € H}(Q x (0,T)), the mentioned constraint in
(7) can be represented as:
Jo 9(T)o(T)rdrdd — [, y(T (T)rdrd@ - fOT Jo yAprdrdodt
+ [ a(r,0)y(T)p(T)rdrdd — [, a(r,0)yo(r,0)p(0)rdrdd

fo fQ r,0) ygprdrd@dt+f0 Jqyprdrdodt = @,
(11)
in which

o= / [2.(r,0)2(0) — g (. 0)p(0)]rdrdd.
Q

Moreover, equations (8) and (9) can be represented in polar coordinates as:
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Jo div(y(r, 0,t)p(r, 0,t))rdrdd = 0,

(12)
[, rdrdd = L [, rdrdf.
Therefore, the problem of obtaining the optimal shape and damping coeffi-
cient for minimizing energy in polar coordinates has the following presenta-
tion:

Min': B0, T) = [yl 0. ) + (3212 + (38 rdras,
S.to: [oy(T)p(T)rdrdd — [, y(T)(T)rdrdd — fOT Jo yAprdrdodt
+ Jo a(r,)y(T)p(T)rdrdd — [, a(r,0)yo(r,0)e(0)rdrdd
— I [ a(r,0)yrdrdodt + [ [, yprdrdodt = @
Jo div(y(r,0,t)e(r,0,t))rdrdd = 0, Yo € Hj(Q x (0,T));
[, rdrdd = L [, rdrdf.

To solve (12), we change the problem and consider a new one with a different
formulation. By applying this method, we show how one can obtain the op-
timal region w, optimal damping function a(z) and the amount of minimized
energy simultaneously.

5 Embedding the solution space: metamorphosis

The solution method which is based on an embedding process involves several
stages to set up a linear programming problem whose solution converges to
the solution of the original problem (see [20]). This is one of the outstanding
advantages of this method even for strongly nonlinear problems. Hence, we
present a new version of shape measure method to solve the optimal shape
design (12). First, by defining a new variational formulation, an optimal
control problem equivalent to the original problem is obtained. Then, a
measure theoretical approach and a two-stage approximation are used to
convert the optimal control problem to a finite dimensional LP. The solution
of this LP is used to construct an approximate solution to the original control
problem. The proposed approach is practical and accurate enough and its
accuracy can be improved as far as desired (see [8]).

5.1 Step 1: Displaying the problem in variational form

In order to transform the optimal shape design into variational form, we need
to define some fundamental concepts. The conditions imposed on the func-
tions and sets will serve two important purposes. First, they are reasonable
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conditions which are usually met when considering classical problems. Sec-
ond, they will allow the modification of these classical problems into ones
which appear to have some advantages over the classical formulation.

Suppose that J = [0,27] and A; = [0, rq] are the domains of variables 6
and ry, respectively. For Q = J x Ay, let V' C R be a given bounded and
closed set, and Ap = [0, 7).

Definition 1. Consider the variable r : J9 — A, as an absolutely continuous
trajectory function, where J° = (0,27); then, we denote the boundary curve
of the unknown region w by dw which is introduced by:

ow:r=r(0), € J° (14)

Definition 2. By supposing that r is a simple and closed curve and U is a
bounded closed subset in R, we introduce an artificial control function u as
follows:

u:J® = U,
u(0) =7(0) = g(0,r,u),

where r(6) € [0, r,] and the boundary dw is determined by this variable.
Definition 3. Let S be a bounded closed subset of R and function Y :
Q x [0,T] — S’ be defined in the following way:

dy
Y =—. 1
50 (15)
Since y = y(r1,0) and r; = r1(0) € Q, we can write y = y(f) and 6 = 6(r1). In
this case, we have 9y/dry = (9y/06)(df/dr1) and by introducing v : J° — V
where v = dry/df, we can write:
oy Oy 1

or, 000’

where r1(0) € [0,rq] and 09 is determined by this variable. From now on,
for simiplicity we denote ry also with r by regarding that vy = r € Q; hence
the derivative of r in w and Q were shown above by u and v respectively.

To identify the relationship between r and v as variables, suppose E’ =
J x Ay x V and consider h in C1(E’), then:

%(9,7‘,@) = %(ﬁ,r,v)v. (16)
In the same way, to display the relationship between functions y and Y as
two variables, we define E = J x S x S’(where S is the range of y) and
consider f € C1(E); on the basis of y = y(r,0), it is possible to express
0 according to y implicitly. Therefore, function f(6,y,Y) can basically be
displayed as f(0,Y). That is , y is not an independent variable of f; hence,
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of/oy(0,Y) = (0f/060(0,Y)).(00/0y). Now, by regarding (14), we have
of/0y(0,Y) = (0f/00(0,Y)).(1/Y) [3]. Since this relationship is satisfied
for every f € C1(E), it can be concluded that:

9 0
/Q 8—£(9,Y)rdrd0: 6£ (o, Y)—rdrd@ vfeCi(B).  (17)

We add this set of constraints to (12) in order to specify the relationship
between y and Y when they are considered as variables in the problem.

Since our aim is to identify w and its unknown boundary, we prefer to
display the constraints of (12) as integrals on the boundary of w as much as
we can. Thus, the term on the right-hand side of (6), we have:

/ o)y (T)p(T)dix — / a(2)yo(x)p(0)dz = / a(y(T)p(T) — yo(2)p(0))dz:
Q Q w

Regarding the Green’s theorem :

del —|—Nd$2 = /(7 — 7)dA,
Ow w

suppose M =0 and N = [ a(y(T)o(T) — yo(x)p(0))dx1. Considering the
fact that a(z) = ax.(z), we have:

rcosf
/6 a/ [W(T)p(T) — yo(r, 7)e(0)](rcosT — rsint)(7-sinT + rcost)drdr.

(18)
Also, the area constraint (9) can be presented as:
1 ) 17
- redrdd =L [ rdrdd = L= rdrdf.
2 Jow Q T Jo Ja
The independency of the objective function from ¢ results in:
E(w,a,T) QT/ / l9(r,0,T)* + ( )Yz]rdrdet (19)

Now, by substituting (17) into (10) for every ¢ € H}(Q x (0,T)), we have:

LT u(T)e(Tyrdrdodt — % [ [, y(T)G(T)rdrdodt — [ [ yAprdrdfdt
+ [5, @ 7605)9[y(T)<p(T) — yo(r, T)gD(O)](f“COST — rsint)(rsinT 4+ rcost)drdr
— i fo alr,0)yrdrdddt + [, [, y@rdrdodt = ®.

Integrating (11), (15) and (16) over [0, 7] implies that:
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I [ div(y(r, 8, )¢ (r, 0,t))rdrdfdt = 0, Vi € HE(Q x (0,T));
L Jo Grdrdodt = £ L[ [, oF Lrdrdedt, Vf e CV(E);

T fo Q g? 0,r,v)rdrdfdt = 7 fo Q ngL 6,r,v)vrdrdédt, Yh € C*(E").

Therefore, problem (12) can be displayed in a new variational form as follows:

Min : E(w,a,T) = 3 [ [oll(r,0,T)2 + (& + 5)Y?|rdrdodt
S.to: 5 [, ridrdd = L fo Jo rdrdedt,
I o div(y(r, 0, )¢ (r, 0, 8))rdrdfdt = 0, Vi € HE (S x (0,T));
L) o 8. Y rdrdodt = L [ [ 3540,V )rdrdodt, Vf € CH(E);

L gg 0, v)rdrd@dt L g'; 0,r, v)wdrdadt Vh e CY(E');
T fo Jo 9(T)o(T)rdrdfdt — = fo Jo y(T)(T)rdrdfdt

— I [ yDerdrdodt — [ [, a(r, 0)ygrdrdodt;
+ Jow S (T R(T) — o (O)|(GeosT — rsinT)(Fsing + reost)drdr

+ fo Jo yérdrdddt = @, Yo € H} (2 x (0,T)).
(20)
Now, by determining a suitable control function, we rewrite the problem in
the form of an optimal control problem.

5.2 Step 2: Embedding into measure space

By considering the pair of functions (r,y) as the trajectory and the triple
(u,v,Y) as the control vector, problem (25) can be considered as an optimal
control problem. In this manner, we need to present the following definition:

Definition 4. Quintuplet p = (r,u,v,y,Y) is called admissible when it
satisfies the following conditions:

1. The control functions u, ¥ and Y are bounded and continuous and take
their values on compact sets U, V and S ;

2. r is a differentiable function and r(0) = r(27);
3. y is the bounded solution of the linear damped wave system (1);
4. The relations (15) and (16) are satisfied.

The set of all admissible quintuplets is denoted by P. We also suppose that
P is nonempty; in other words, we suppose that the system is controllable
(This can be seen in [20], for instance).
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Let D = [0,T]x Jx A1 xSx58"xV and D’ = J x Ay xU; for any admissible
quintuplets in P, we define the linear, positive and bounded functionals Ap
and I'p on C(D) and C(D') in the following way:

D(F) = [\ [o, F(t,60,r,0,y,Y)drdodt, VF € C(D);

, (21)
AG) = [,,G(0,r,u)db, VG € C(D );

Since R® is a locally compact space, by the Heine-Borel theorem ( [21]),

D C RY is a compact Hausdorff space. Also, for the same reason, D’ is a

Hausdorff compact space. Therefore, for every given p, Riesz representation

theorem ( [22]) indicates uniquely two positive Radon measures , pp and Ap,

so that:

Lp(F) = [, Fdpp = pp(F), VF € C(D);

, (22)

Ap(G) = [ Gdrp = Ap(G), VG e C(D);
Consequently, any admissible quintuplets can be displayed as (27) by a unique
pair of measures, say (up,Ap), in a subset F' of MT(D) x M*(D'), where
MT(X) is the set of all positive Radon measures on X. Therefore, one can
transfer problem (25) into a measure space by:

(r,u,v,9,Y) € P— (up,\p) € M(D) x M(D'").

It was proved by Rubio (1986) that such a transformation is an injection.
To achieve something new, we enlarge the underlying space and consider the
problem of finding a minimizer pair of measures, say (u*, A*), on the space of
all positive related Radon measures which are just satisfied to the conditions
of (25) (Not just those that are induced from Riesz Representation theorem).
Therefore, our method is somehow global.

We now characterize some properties of admissible pairs. Suppose B is
an open disc in R? that includes J x As; consider C’(B) as the space of
real-valued continuously differentiable functions on B. Then, for every ¢ in
C'(B), we define:

(0, r,u) = ¢p(0,7)u + ¢o(0,7), ¥(0,7r,u) € D'.

Then, since the boundary dw is a closed and simple curve, we have:
/ ¢9(0,r,u)d0 = / $(0,r)d0 = dy, Vo € C'(B), (23)
J J

where dy = ¢(2m,74) — ¢(0,74), is still unknown since rq in (0,74) = (27,74),
which is the initial and final point of the closed curve w, is unknown. We will
explain later that it would be characteristic (see Section (6)).

Let D(J%) be the space of infinitely differentiable real-valued functions
with compact support in J°. Define
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P9 (0,r,u) = r(0)Y(0) + u(@)y(d), V(0,r,u) € D';

then,
/}1/1%0, ryu)dd = r(2m)Y(27) — r(0)Y(0) =0, Vi € D(J°). (24)

The same situation arises for another special choice of functions in C'(B)
which are only dependent on variable 6, denoted by Cy(D ). Thus, for
é(0,r,u) = v(0), we can have:

/ v(0)df = a,, Yv € C1(D’), (25)
J

where a, is the Lebesgue integral of v over J.

Regarding the famous properties of admissible quintuplets in P which are
looked at in (28), (29) and (25), and the definitions of the pair of measures
(1, A) in (21), problem (25) can now be displayed as follows in which the
measures A and p are its unknown variables:

Min: BE(u,A) = p(35[l9(r,0,T) + (35 + 5)Y?]
S.to: MN@?(0,r,u)) =dy, Yo € C'(B);
¥9(0,r,u)) =0, V¢ € D(J°);

(0)) = ay, Yv e C1(D');

>

>
<

>
N[
=
o
I
h
=
~—
el
2

‘Qﬁ
g
<
S—
Il
=
—~
Sl
QJ‘Q‘J
I
<
=
<C
[y
m
Q

=
—
&
Y

=
Nl S
gl
SIS
—

>

3

<

S~—

=
S~—

Il

=
—

[=
=
—

>

QU
N
[~

= =
—~ o~ o~ o~~~

=
Sl=
S=
3
5
3
=
\
=
~ =
=
3
5
3
=
\
=
Ned
>
hS)
Z
\
=
2
=
=
<
S-
=
+
=
<
S:
=

_|_
>
—
IS
S 3
)
o}
@
£
<
—
~
N—
©
—~
~
|
<
S
S
—~
(@)
=
=
%)
)
V)
\]

I
<
[Va)
S.
3

2
—
<.
[Vl
S.
3
3
_l’_
=
@)
Q
V)
3
SN—
IS
3
N~—
Il
4

(26)
We remind that the theoretical measure problem (26) is linear even though
the initial problem is highly nonlinear.

The space Mt (D) x M+ (D’) is a linear space which will become a locally
convex topological vector space when it gives the weak*topology. This can be
defined by the family of semi-norms (u, A) — |u(F)| + |A(G)| for F € C(D),
G € C(D') and € > 0, which can be on the basis of a family of neighborhoods
of zero for M (D) x M™*(D’). This family is defined by:

Ue = {(1,A) € M*(D) x M¥(D') : [u(Ey)| + NG| < €55 = 12,7}
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and makes a basis for a weak*topology on the space M+ (D) x M+ (D’) (Many
properties of this topology can be found in the literature such as [24]). In
this way, M (D) x MT(D’) under this topology is a Hausdorff space ( [21]).

The proof of the following theorems can be found in [6], [7] and [20].

Theorem 1.

a) Q C M*(D)x M*(D') is compact under the weak* topology on M+ (D) x
M*(D")

b) The objective function E(u, X) in problem (26) is continuous.

¢) There exists a pair of measures (u*, \*) which are optimal for (26) in the
set Q C M (D) x MT(D’); that is, for every (1, \) € Q, we have:

B(u*, \) < E(u, A).

Even though (26) has an optimal solution in @, it is still very difficult to ob-
tain the exact solution since the underlying spaces are not finite-dimensional,
the number of equations is not finite and the unknowns are measures. There-
fore, it is completely acceptable to seek for a suboptimal solution. Thus,
first, by choosing suitable dense subsets in the appropriate spaces and then,
by choosing a finite number of them, the problem is approximated by a semi-
finite linear programming.

5.3 Identifying a nearly optimal solution

It is possible to approximate the solution of problem (26) by the solution of
a finite-dimensional linear one of sufficiently large dimensions. Besides, by
increasing the dimension of the problem, the accuracy of the approximation
can be increased. First, we consider the minimization of (26) not only over
set @, but also over its subset called Q(My, Ms, ..., M7) and defined by only a
finite number of constraints to be satisfied. This will be achieved by choosing
countable sets of functions whose linear combinations are dense in appropriate
spaces and then by selecting a finite number of constraints. Let {¢; : i € N},
{¢Y; :1 € N} {v; : i € N} {p; : i€ N}, {fi : i € N} and {h; : i €
N} be countable dense (in the topological convergence sense) sets in spaces
C'(B), D(J°), C1(D"), H} (2 x (0,T)), C1(E) and C(E’), respectively. By
choosing a finite number of functions in each set, the solution of (29) can be
approximated by the solution of the following one:
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Min: B, \) = (5 1i(r, 0, T)2 + (& + £)¥?])
S. to: Nol(0,r,u)) =dg,, k=1,2,..., My;
AP (0,r,u) =0, 1=1,2,..., My;
Avs(0)) = as, s =1,2,..., Ms;

(
(

(

A(%rﬂ) Lu(hr) =0
" (27)
(

(
(

/’(‘Gj) /’[/( j):O7j_1727' 7M57
MIJ) ,U/( J):O’j:172a 7M67
o Lz) /J'( z) - IU’(QZ) - M(Rz) + )‘<Tz) + /J'(Nz) = (I)“
1= 1327 '7M77
where
_ 19f;
Fz - dZ’U(y(T,G,t)QDi(T,Q,t))T’, GJ - %Tra

R; = a(r,0)ypir, N; =ypr,

T, =a forcose[y(T)@i (T) — yo(r, 7)i(0)](FcosT — rsinT)(FsinT + rcosT)dT.

The density property of the selected sets in (27) causes its solution to tend to
the solution of (26) when My, Ms, ..., M7 — oo; thus, if numbers My, ..., My
are selected large enough, (27) is a good approximation of our main problem.
Now, the number of constraints of the problem is finite, but the problem is
still infinite since the underlying space is a subspace of measures. It would
be more convenient if we could approximate the solution just by a solution
of a simple finite LP. This is precisely our main attention.

Fakharzadeh et al. (1999) presented that the pair of the optimal measures
of (25) are in the form of \* = 2%21 Br.6(zk) and p* = 22;1 atd(Zr)
in which Z} and =z}, belong to dense subsets of D and D', respectively;
moreover, §(t) is a unitary atomic measure with support at the singleton set
t. Substituting these forms in (27), it might seem that the problem has been
made even more difficult, since, it is transformed into a non-linear one. But,
if function E(u, A) can be minimized only with respect to the coefficients o
and (3, it will be turned to a linear programming problem. In other words,
the solution can be obtained approximately by solving just the simple finite
linear programming like below. If one chooses the points Z* and 2, from
the dense subsets of D and D’, this fact could be achieved in the second step
of our approximation. (see [6] for more details):
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Min: E(a,B,a,7q,) = ZZiV a,O(Zy)

S to: Y= Bl (zm) = do, k=1,2,.. M;
S Bt (2m) = 0, 1=1,2, ..., Mo;
S B (2m) = as, s=1,2, ..., Ms;
St Bmara, = (F)LY0TY anrn =0,

SN anFi(Z,) =0, i=1,2,.., My:
Y=Y anG(Zn) = Suzy anH;(Z2,) =0, j=1,2,..., Ms:
Szt anlj(Zn) = SnZy anK(Zn) =0, J =12, Mg;
o=y onlLi(Zn) = Pi(Zn) — Qi(Zn) — Ri(Zn) + Ni(Zn)]
+ =M B T (2m) = i=1,2,..., My:
a, >0, n=12,.., N,
Bm >0, m=1,2,.. M.

(28)

Here, we defined ©(2) = (r/27)[|y(r,0,T)|> + (1/v* + 1/r?)Y?]. Problem
(28) is still non-linear because R; and T; are functions of the damping coeffi-
cient and d,, is unknown since the constant point (0,74,) of w is unknown.
Now, by using simultaneous three-phase search techniques for (28), the op-
timal damping coefficient, r(0) = r(27) = rq,, and the optimal coefficients
of,...,aN, By, ..., By would be found as explained in next section. Thus, one
is able to construct the pair of optimal shape and control function in the
manner which has been explained in ( [8], [7]).

6 Algorithm

To apply the mentioned method for solving problem (1) practically, here we
present an algorithmic path for the solution procedure. Regarding the pre-
vious statements, we are able to identify the optimal control and optimal
region by using the following 4 steps algorithm:

Step 1: The given sets [0,7], J, 41, S, S" and V which form Q are divided
into m1,ns,ns,ng,ns and ng equal parts, and the sets J, Ay and U which
form w are divided into mq,mo and ms3 equal parts, respectively; so that,
the N = nj.ns.n3.ng.ns.ng, the number of 6-dimensional cells, and the
M = mj.my.mg3, the number of 3-dimensional cells in the related spaces
are obtained. Then, in each of these 6-dimensional and 3-dimensional cells
arbitrary points Z; = (t;,0;,7:,v:, Y, vi) and z; = (65,75, u;) are selected
respectively.
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Step 2: For fixed numbers My, M, M3, we select M; number of ¢f(z),
M, of ] (z), M3 of vs(z), and for fixed numbers My, M5, Mg, M7, we define
M, number of F;(Z), M5 of G;(Z) and H;(Z), Mg of I; and K; and My of
L;, P;,Q;, R;, N; and T; functions, respectively. Now, one is able to set up the
finite linear programming (28) with N + M variables and My + M + ... + My
constraints, which is dependent on the variables a and r4.

Step 3: To solve problem (1), we use an iterative method with two in-
ner loops and apply a three-phase optimization approach. In the first loop
by giving a fixing the amount of a, the function Ji, : [0,1] — R defined
by Jia(rq) = E*(a, 3,74) is set up. Then, in the second loop, this function
is minimized by the use of a standard minimization technique (like a line
search method) as one of the optimization approaches. We remind that in
each function, in calculating the standard minimization technique, its related
LP (28) should be solved (one of the optimization phases).

If the minimizer of Ji, is called rj with the optimal value J7,(rq4,) =
E*(a,B,a,7} ), one is able to set up the function Jy : [0,1] — R by
Jo(a) = Ji, () in the first loop, use a search technique as the last phase of
the optimization approach, determine the optimal damping coeflicient, say
a*, with the optimal value of energy J3(a*) = E*(«, 3,a",rj ). In this man-
ner, the damping coefficient, the value of the energy of the system and the
coefficients avs and (s are simultaneously and optimally determined.

Remark 1. In each stage where alternative optimal cases happen, it suffices
to select one arbitrarily.

Step 4: Regarding [20], [8] and [7], for the optimal values af,a3,....ak,
81, B5, ..., By obtained from Step 3, the optimal control and the optimal re-
gion are determined through the following instructions:

i) Let g =0and 0; =0,_1 + 5} fori=1,2,..., M.

ii) For 0 € [0;,-1,6;), set u*(0) = u;, where, u; is the related component as-
sociated with point z;. In this manner, according to [20], the nearly optimal
control can be constructed as a piecewise constant function.

iii) Let 19 = r2r = 74, using the differential equation u(6) = 7(6), we take
the following difference equation:

Ti:Ti_1+(0i*9i—1)~uia i=1,2,.., M.

Therefore, M number points (6;,7;), ¢ = 1,2,..., M of the nearly optimal
region are determined. Using curve fitting or connecting them by line seg-
ments, we demonstrate the approximated optimal region.

Theorem 2. If the used minimization techniques used in Step 8 of the
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above algorithm are convergent, then the algorithm converges to the optimal
solution of (1) when M, N, My, My, ..., My tend to infinity.

Proof. The proof of this theorem is given in Appendix A.

7 Examples

Now, to show the efficiency of our method and to explain how it works, we
solve two numerical examples. It is worth mentioning that these examples
are taken from [17] and [15] as well as from other studies cited by them in
order for the readers to be able to compare the two methods.

Example 1: By defining Q@ = (0,1) x (0,1) and selecting @ = 10 (con-
stant), problem (1) was solved by Munch (2009) by the level set method. To
apply this method, the author used the gradient descend method and also
supplied some necessity relations by applying the finite difference method. In
this manner, he used an initial shape to determine the optimal solution. We
must mention that this approach is very time-consuming and the resulting
optimal shape is also dependent on the number of iterations as shown on
Page 25 of [17]. As it is also mentioned in Sub-section 5.1.2 Page 24, the
results of the problem for variable a, depend on the initial shape. Moreover,
in this case, the local minima have been obtained which are also completely
dependent on the initial shape (Page 34 of [17]).
For the chosen initial conditions:

yo(0,7) = 100sin(wrcosh)sin(nrsind),
{yl(O,r) =0, (0,r)eQ=Jx A,
The optimal value obtained by Munch (2009) for ¢ = 10 and T' = 2 was
mentioned as E(w,a,T) = 88.17, and for a = 10 and T' =1, as E(w,a,T) =
249.10.
We considered the same condition as above, and additional conditions
that are needed for our method as follows:

y(T=1)=y§(T=1)=1.

We supposed L = 0.11164, the area of the unknown region w was equal to 0.7
and (0,74,) was a boundary point of w which was determined optimally in
domain 2 as mentioned in Step 3. Then, by selecting the following functions
and setting them in (28) for My = 2, My = 10, M3 = 10, My = M5 = Mg =
M7 = 2, we set up the corresponding LP with:

(0,7, u) = 2rfu + r?; 30,7, u) = 2ru;
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Pi(0) = sin(10), 1 =1,2,...,5; ¥y (0) = (1 —cos(I'8)), I' =1,2,...,5;

g, = 2rle=l) 2msy /d@:gis:m 10
S 10 b 10 S J‘S 107 b bR M

The functions introduced in (27), which expressed the relationship between
y and Y and also between r and v, were determined as below:

Fi(0,y,Y) =0y, Fu(0,y,Y)=0%Y, Gi(0,y,Y) =19,
Ga(0,y,Y) =0%Y, Hi(0,y,Y)=1%, Hy0,yY)=2r0y,
hi(0,7,0) = 0r, ho(0,r,0) = 0rv, I,(0,r,v) =12
L(,r,v) =r%v, Ki(0,r,0) =0rv, K0, rv)=r0v>

Also, for i = 1,2 we selected ¢; = rsin(if)t; therefore:

L,OZ‘(T) = risin(if), p; = risin(if),

50— 0,

A"D"_ 67" +r8r +Ti28 -
= (i(i — 1) + i —*)r'"~2sin(i0)t = 0.

Thus the functions in (27) were illustrated as:

L; = r**tlsin(if),
P; = rtlsin(if),
Qi = 07
R; = ayrt*tlsin(if)
—1)(rttly i cos((z rcosf cos((i—2)rcosf
T, = a CHG—2 (2 — (soxlletpeost) o conllictpendly)

(rit24u?rt) (sin(i—2)rcc)59 _ sin(i4-2)rcost )]
4 i—2 i+2

since:

rcosf

Ti=af, [WT)pi(T) —yo(r,7)pi(0)](FsinT + rcost)(rcost — rsint)dr
=a fomoso [risin(iT)](usinT + rcosT)(ucos T — rsinT)dr
=a forcose[risin(iT)](ru(cos 27) + (u? — r?)(cos 7)(sin 7)) d7

=a fomose[(riH )sin(iT) cos 27 + (u?rt — riT2)(sin(i) cos T sin 7)]|dT

— i cos((7 T cos((i—2)T ur)®—r*t2) rsin(i—2)7 sin(% T1\ |7 cos
:a([(Tl)rJrl( ((i+2)7) 4 cos((d 2)))]+(( )4 )[ (i=2)7 _ sin(i+2) N 2

42 i—2 i—2 42

By dividing each of intervals [0,1] and [0,27] into ten, A; = [0,v/2] and
S = [-2,2] into five, S’ = [-2,2] into four, V = [-1,1] and Ay = [0,1] into
ten and U = [-0.6,0.6] into eleven equal parts, we selected N = 10 points
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of Z; and M = 1100 points of z;; thus, LP (28) was set up with M + N
variables and 30 constraints:

Min: E(a, 8,a,7q,) = >z ivanrz”[ + (1% + %)Yn]
S. to: sz\/f B (27 Ot +172,) = 27r(r62la),
2221\4 ﬁmQrmum = T(Qj 5
> iw B (Irmcos(10) + umsin(l0,)) =0, 1 =1,2,...,5;
mel B U sin(l'0,) + um (1 — cos('0,,))) =0, I/ =1,2,...,5;
Z;nz iw % 7277,6771 =0.7;
>z ivan( — Oprv,) = 0;
Szt an(r2v, — Onryv2) = 0;
Sny (b — ) = 0;
> an(r 02Y, — 2,7nYn) = 0;

cos(57y, cosb,,
Sy an(—ayarhsin(36,)) + i B (Frarhun,)[§ — (S0t

—|—cos(rm0050 ))}%[(sin(rmcosﬂm) — w}
fo —r2 sin(260) sin(wrcosh) sin(mrsind)drdo;

zziv %(—aynrnsm(wn)) + = B (Frard, ) [2 — (2Crmeostn)

+COS(2T"§cos9m))]+ a(rS, JT’"T’")(Q[SZTL(QTmCOSQ ) (sin(ST,gcosem)]

fo 3 sin(30) sin(7rcosh) sin(wrsind)drdo;

B1+ B2 +~--+ﬂ110 = 2.

Boor + Bogz + .. + Brioo = 25;
an>0, n=1,2,...N; Bn >0, m=1,2,.., M.
(29)
For a fixed a = 10, using HBM (Honey-Bee-Method) (see [1]) and the mod-
ified Simplex method from MATLAB 7.6, we obtained the nearly optimal
artificial control (see Figure 1), shape (Figure 2), point (0,7 = 0.35) and
the also energy value as 175.9.

Comparing with [17], we found that the optimal value of energy obtained
by using shape measure method was less, while the obtained optimal regions
were mostly approximately the same. Additionally, our method took less
time and the obtained optimal region was independent from the number of
iterations.
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Example 2: In this example, we obtained the optimal value of a and w
simultaneously. As mentioned by Munch et al. (2006), in spite of the ini-
tial conditions being symmetrical, for large values of a, the obtained optimal
domain might be non-symmetrical but the value of energy would be less.

Consider the two-dimensional damped wave equation (1) which is ex-
pressed on a cyclic domain with center at origin and radius as v/2 in time
interval [0,1]. The aim was to obtain the optimal region w, with a known
area in the circle such that energy of the system was minimized in the final
time. The conditions were given same as Example 1, while a was variable
and supposed to be optimally determined.

With the same action as Example 1 to set up the related linear program-
ming (29), the random search method was applied to obtain the optimal value
of Ji4. Also, the optimal value of function Jy was determined by using the
HBM. In this manner, the obtained results were as follows:

The optimal damping coefficient a* = 24.3624, r; = 0.5469 and the value
of the optimal objective function was 0.101. The optimal (artificial) control
and the optimal region w are shown in Figures 3 and 4.

In Section 5.1.4 of [17] for T'= 1, a = 29.09 and by 2000 iterations, the
optimal value of energy was given as 12.56. As emphasized there, for variable
a, the optimal domain is completely dependent on the initial shape. In our
method, despite a’s being variable, the obtained optimal region was indepen-
dent of the initial shape and the amount of optimal energy was considerably
less, while the time consumed also decreased.

8 Conclusion

By doing an embedding process and using the property of positive Radon
measures, we presented a new and very useful technique for solving the prob-
lem of minimizing the energy of a damped wave system in an unknown region.
In this method, the problem was solved by a three-phase optimization search
technique where the unknown damping coefficient, the region and a point
of its boundary were found optimally. This method has some advantages
in comparison to the method used by Munch (2009), since we did not face
the difficulties mentioned there; such as level set functions being flat, di-
vergence of the systems with respect to dispersion, and the tendency of time
toward infinity when damping of numerical waves approaches zero. The most
important characteristic of our shape measure method is its simplicity and
its independence from the solution of the initial shape. To obtain the opti-
mal domain, we just need to use three search techniques while solving linear
programming problems. Additionally, it is necessary to emphasize that this
method is much easier, linear and less time-consuming.
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Figure 4: Optimal region in the given domain Q in Example 2

Appendix A. Proof of Theorem 2
To prove this theorem, first, we present the two following lemmas.

Lemma 1. Consider the linear program (27) consisting of minimizing the
function p — w(0©) = E(u,A) over the set Q(My, ..., M7) of measures in
M* (D) x M+ (D) satisfying conditions (27). When My, Mo, ..., M7 tend to
infinity,
My, ...,M7) = inf E(u, A

n(My D= oo™ (ks A)
tends to n = infg E(p,A). (This lemma is an extension of Proposition III.1
by Rubio (1986)).

Proof. (i) We prove, first, that the sequence {n(My, Ms,..., M7)} is con-
vergent when My, ..., M7 tend to infinity; consider, first, the subsequence
of n(My, My, ..., M7) in form {n(My,M,...,M;) : My = 1,2,..}. Since
Q(My, ..., My) is a subset of positive Radon measures that satisfies in con-
straint (26). Therefore, since

Q(1,1,..,1) DQ(2,2,..,2) DQ(3,3,...,3) D... D Q(My,....M;) D...D Q,
then,n(1,1,...,1) <n(2,2,...,2) < ... <n(My, ... M;) < ... <n.

This sequence is non decreasing and bounded above and hence it converges
to a number ¢ < n; thus, if € > 0, for M; > N(e), we have:

|77(M15M17 ~--7M1) - <| <e€ (30)

consider now n(My, My, My, ..., My) for both M; and M larger than N(e).
Without loss of generality, assume that M; > My. Then:

77(M27M2, "'7M2) S n(M17M27M17 "'7M1) S n(MhMly 7M1)a
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therefore,
n(Ma, Mo, ..., My) — ¢ < n(My, My, My, ..., My) — ¢ < n(My, My, ...,My) — (,
and according to (30), we have:

In(My, Ma, ..., My) — (| < e. (31)

Now consider n(My, My, M3, My, ..., My) for My > My > M3 > N(e). Then,
by the same procedure, one could show that:

|77(M1,M2,M37M1,...,M1)—C| SG. (32)
In a similar manner, for M; > My > M3 > My > N(¢), we have:

77(M4,M4, ...,M4) S 77(M1,M4,M4,M4,M1, ...,Ml)
S n(M17M23M47M4aM13 "'aMl) S n(M13M27M37M43M17 "'7M1)
< 77(M17M2,M3,M17M1,...,M1)7

and by using (30) and (32), we have:
|T](M17M27M35M47M1a ""Ml) - C| <e

Finally, in a similar way, for My > My > ... > My > N(e), one can show
that:

T’(M7aM77 "'7M7) < U(M17M27 "'7M7) < n(M17M27 "'7M67M1)a

and hence:
[n(My, My, ..., M7) — (| < e.

Thus, the sequence {n(My, Ms,...,M7), My = 1,2,...,M; = 1,2,...} con-
verges to the number ( as M, ..., M7 tend to infinity.
(ii) We must prove now that the limit ¢ equals n =infg E(u, A).
We, first, show that this limit ¢ can be computed sequentially. It is known
that
= 1 li L My, ..., M7)]]...

¢ Mllr—I}oo[JWzlgloo[ [M;gloon( 1o Mo)]L-
provided that limpas, oo (M, ..., M7) exist since ¢ is a finite number. To
show the existence of this, we fix M7, M, ..., Mg and vary My; since

Q(Ml,...,Mﬁ, 1) D) Q(Ml,...7M6,2) D...D Q(Ml,...,M7) D...D Q,
thus,

n(M17“'7M63 1) < 77(M17~-~7M672) <.< n(Mla“'aM'f) <. <.
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For Mg = 1,2, ... the non decreasing and bounded above sequence {n(Mj, ..., M7), M7 =
1,2, ...} converges to number (M, ..., Mg). Hence, the double limit lim pz, 00 limpz, — 00
can be computed sequentially.

Now we define

Q(Mlu "'7M6) = 027:1Q(M17 "‘7M67M7) = Q(Mla ,MG,OO)

For the fixed numbers My, Ms, ..., M5, since ((My, ..., Mg) = limps, 0o n(M7y, ..., M7) =
infoo,,...me)  E(p, A), and

Q(My,...,M5,1) D ... D Q(My, ..., M5, Ms) D Q,
we have:
C(My, ..., Ms5,1) < (My,....,M5,2) < ... < (M, ..., M5, Mg) < n,
thus (M, ..., M5, Mg) is convergent where Mg — oo and we have:

C(Ml,...,Mg)): hm C(M17...7M5,M6)

Mg— o0

= lim [ lim n(Ml,...,M6,M7)].

Mg—o00 M7—>00

In a similar manner, by defining
Q(My, ..., Ms) = N57 1 Q(My, ..., M),
we would have:
C(My, ..., My) = limpz, 00 C(M1, ..., My, Ms)
= limpz, — 00 [liM s, — 00 [limaz, 00 (M1, ..., Mg, M7)]].
therefore, in the last stage, we obtain limps, 00 ((M7) = .
(iv) Regarding (i) and (ii), now we can prove ( = 1. Let
P =03,21 Mty=1 -+ Nitg=1 Nz, =1 Q(My, ..., M),

then P 2 @Q, since Q(Mjy, ..., M7) D Q for all My, Ms, ..., M7. We can show
that under the conditions of the problem, @ D P; thus @ = P, that will
finally imply
= i LD My, ...,Mg)] =inf E(u, A
C Mllgoo [Mglgooc( 1yeeey 6)] HQI (/j/a )7
which is the contention in the theorem.
For this purpose, we prove that if (u,\) € P, then they are also in Q.

For a set of total functions such as ¢, k = 1,2,..., we have A(¢]) = dg,,
according to the definition of P. Based on the definition of total functions,
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since ¢9 = ¢pu + ¢p on D', supp |or — ¢r.l,  supp | — ¢o,| tend to zero
as k tends to infinity, where ¢7 is defined in relationship (27). Therefore:

[A(@9) = dy| = |A(¢9) — dy — M) + doy, |

= | Jou (ru+ dp)d0 — [5 (dr,u+ do,)d0 — (dg — dy,)|

< Jou 16r = brilluldd + [5,, |60 — o, |dO + |dg — dg, |

S KlSUpD’ |¢T - ¢T}c| + K23UPD’ ‘¢9 - ¢9k| + K?)SUPD' |¢(Ta 9) - (bk(?", 9)|7
tend to zero and hence A(¢9) = dg, i.e. A € Q, where K;, Ky and K3 are
constant numbers. Using the similar method, for functions 9 and v, we
prove the above relationship. Let p € P, thus u(F;) = 0 (F; was defined in

(27)), based on the definition of total functions, for every given ¢ € H{ (D)
and € > 0, there are integer N > 0 and scalars y;, so that

N
supjo,rysupa|diviyer) =Y vidiv(ypir)|| < €
=1

therefore, for every F' € C (€ x [0,T]), we have

(F)] = [u(F) = £y van(F)|

= | [ [ div(yor)drdodt — SN | [ [ vidiv(ygir)drdddt|

< Eysupyo,rysupa||div(yer) — Zi\il vidiv(yp;r)|| < Eqre; (Eiconstant).
Because e is arbitrary, |u(F)| — 0. Sequentially, by considering the density
of the functions f; € C(E), h; € C(E') and ¢; € HL(D), we use the same

method in the case of functions G, Hj, I;, K;, L;, P;, Q;, R;, N; and T; to
prove that u € Q. Therefore, P C ) and the proof is finished.[]

Lemma 2. For every ¢ > 0, the problem of minimizing the function
25:1 an©®(Z,) on the set P(My, Ma, ..., M7)¢ described by the inequalities
(34) has a solution for sufficiently large N = N(€). The solution satisfies:

N
Mo M) 4 0(6) € 3 0O(Z) € (M, Me) 46, (33)
n=1

where p(e€) tends to zero as € tends to zero.
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—e <Yz Bl (2m) — dg, < e, k=1,2,..., My
—e < = Bt (2m) — 0 < ¢, 1=1,2,..., Ms;
—e < SV By (2m) — a5 <€, s=1,2,..., Ms;
—e <Y Bt — ()L 0Ty anrn <6,
—e <YV anFi(Z,) -0 <e, i=1,2,..., My
—e <N 0, G(Z) = MY anH(Z,) — 0 < e, j=1,2,.., Ms;
—e < 0T anli(Zn) = 0Ty anK;(Z,) =0 <€, i =12, Ms;
—e < Y=Y anl[Li(Zn) = Pi(Zn) = Qi(Zn) — Ri(Zy) + Ni(Zn)]

+ Y B Ti(2m) — @i < e, i=1,2,.., My;

an, >0, n=12..N; B£,>0, m=12, .. M.
This lemma is the developed Theorem III.1 from Rubio (1986).

Proof. (i) Given € > 0, a set
{2F k=1,2,..., My 4+ My + Ms,Z" h=1,2,.... My + Ms + Mg + M} (35)

can be introduced, as in the proof of Proposition II1.3 of [20], so that inequal-
ities (34) are satisfied. For sufficiently large N and M, the set

WN,M = {Ziti: 1,27...,N7Zj 1] = 1,2,...,M} Cw

will contain (37); thus, the set P(M;, Ma, ..., M7)€ is nonempty for such values
of N and M, since the N-tuple {5;,k = 1,2,..., My + M, + Ms,0,0,...,0}
and M-tuple {af,l = 1,2,..., My + ... + M7,0,0,...,0} are in this set. From
the first set of inequalities of (34), by z,, = 1 for all m = 1,2, ..., M, we have
—e <M B,,— At < e and from the fifth set of inequalities for F;(Z,) = 1,
we have —e < 27]2121 an < € this set of N and M-tuples with nonnegative
entries is bounded and also closed; thus, it is compact and the linear function
25:1 an©(Z,) attains its minimum over this set. Hence, we have:

Mi+...+M-

N
min Z a,0(2,) < Z ar©(ZF) <n(My, ..., M7)+ e  (36)
k=1

therefore, one of the inequalities of (33) has been proved. For the other, let

us define Q(Mj, ..., M7)¢, by using equations (26) as follow:

Q(Mh "'7‘]\47)6 = {:u € M+(D)v)‘ € M+(D/)||>\(¢Z(0,7’7 u)) - d¢k| <€
k=1,2,..,My; |[A](0,r,u) —0] <€ [ =1,2,..,My;...,

(L) = p(Pi) — w(Qi) — p(Ri) + A(Ti) + p(Ni) — @i <€, i=1,2,..., Mz}
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Then, the set of measures of the type u = EnN:1 and(Z,) and N\ =

2%21 Bim6(2m) with the coefficients «,, and 3, in the set P(Mj, ..., M7), is
a subset of Q(Mq, ..., M7)¢. Thus,

N
min Z an®(Zy,) > minu(©), (37)
n=1

where the minimum in the left-hand side of this inequality is over the set
P(Mj, ..., M7)¢ and the one in right- hand side is over Q(Mq, ..., M7)¢. Also,
C?(]\417 ceuy M7) = ﬂe>0Q(M1, ceey M7)E, and

Q(Ml, ...,M7)£1 > Q(Ml, ...,]\47)62 Zf €1 > €9. (38)

Let n(My, ..., Mz7,€) be the infimum of u(©) over the set of measures
62(]\417 ceny M7)6. Then7 by (40), we have U(Ml, ceny M7, 61) < 77(]\417 ceey M7, 62),
if € > eo.

It is sufficient for our purposes to consider a sequence of values of € = 1/p
where p = 1,2, .... Then,

1
<...<Z T](M1, ...,M7, *) <...<Z n,

1
77(M17 weey M’T; 1) S U(Mh ceey M77 5)

the sequence {n(M, ..., Mz, %)} is non decreasing and bounded above. There-
fore, it converges to a number v(Mj, ..., M7) satisfying

1
Mq,...,M7) = 1li My, ... M7, =) = inf 0) =n(Mq,..., M7).
(M 7) = lim n(M; ") = oo™ 4y #(O) =M 7)
Thus
p(€> = n(M17"'aM77€) _n(Mla"'aM7) (39>

tends to zero as € tends to zero; it follows from (39) and (41) that
N
min Z an©(Z,) > minu(©) = n(Ma, ..., M7) + p(e),
n=1

where the left-hand minimum is over the set P(Mj, ..., M7)¢ and the right-
hand one is over Q(Mj, ..., M7)¢. Now we prove Theorem 2 as follow:

Theorem 2. If the used minimization techniques in Step 3 of the above
algorithm are convergent, then, the algorithm converges to the optimal solu-
tion of (1) when M, N, My, Ms, ..., M7 tend to infinity.

Proof. To demonstrate the proof, we have used the proof by contradiction.
Let (a*, f*,a*, 1) be the minimizer of E(cq, 8, a,74) but (w*,a*) is not the
minimizer of E(w,a,t), this means that the algorithm does not converge to
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the solution of (1). Thus, there is (w',a ) such that
EW ,a,T) < E(w*,a*,T). (40)

According to the Riesz representation theorem and considering one to one
transformation of problem (1), with objective function defined in relationship
(2), to problem (26), there are unique measures 1 (©) and z*(©) correspond-
ing to E(w',a’,T) and E(w*,a*,T), where:

/

p(©)=E(,\) < p(©) = BE(u", \").
According to Lemma 1, we have:

n(Ml,-.-,M7):Q(M}f}f’M7) u(@)—w:igf 1(©) = inf E(u, A),

and according to Lemma 2,
N
77(M17 sty M7) + p(e) < Z an@(Zn) < 77(M1, ey M7) + ¢,
n=1

therefore,

’

p(©) =inf p(O)=inf E(u\) =E,\)<B(u,\)

and

N
N +pe) <Y ,0(Z) = E(a,B,d,ry) <n +e,
n=1

according to the above relationships:

N N
D 0,0(2,) <> anO(Zy)
n=1 n=1
thus according to (42), we have:
E(a/,ﬁl7a/,r;) < E(a*, 8%, a",17).

This is in contradiction with what we supposed at the beginning, thus,
(w*,a*) is minimizer of problem (1).
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Chebyshev Galerkin method for
integro-differential equations of the
second kind

J. Biazar* and F. Salehi

Abstract

In this paper, we propose an efficient implementation of the Chebyshev
Galerkin method for first order Volterra and Fredholm integro-differential
equations of the second kind. Some numerical examples are presented to
show the accuracy of the method.

Keywords: Volterra integro-differential equations; Galerkin method; Cheby-
shev polynomials.

1 Introduction

Integro-differential equations occur in various areas. These equations arise
in mathematical modeling of many scientific phenomena, such as fluid dy-
namics, solid state physics, plasma physics, mathematical biology viscoelas-
ticity [33], heat transfer [6], economics [26], chemostat [41], HIV models [4],
biotissues [15], static analysis of wind towers or chimneys [35], and chemical
kinetics [34]. Integro-differential equations contain both integral and differ-
ential operators. The derivatives of the unknown functions may appear to
any order [2,40].

The concepts of integral equations have motivated a large amount of re-
search work in recent years. Many numerical methods have been applied
to solve these equations such as: El-gendi and Galerkin [11,12,27], Euler-
Chebyshev [37], Variational iteration [39], Homotopy perturbation [10, 32],
Chebyshev and Taylor collocation [1,3,8,13,20,28], Chebyshev Wavelets [5],
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Spline collocation [7], finite element [9], sinc collocation [43], Bessel polynomi-
als [42], Legendre polynomials [23], Bernstein polynomials [21] and Lagrange
polynomials [31] and etc. [27,36].

Galerkin method is a powerful tool for solving many kinds of equations
in various fields of science and engineering. It is one of the most impor-
tant weighted residual methods invented by the Russian mathematician Boris
Grigoryevich Galerkin. Recently, various Galerkin algorithms have been ap-
plied in numerical solution of integral equations and integro differential equa-
tions. We can mention the following methods that are based on the Galerkin
idea: Galerkin finite element [22], iterated Galerkin [38], Galerkin with hy-
brid functions [27], Crank-Nicolson least-squares Galerkin [18], Wavelet—
Galerkin [16], Discrete Galerkin [30], Petrov—Galerkin [25], pseudo-spectral
Legendre-Galerkin [14] and etc. There are many different families of orthog-
onal functions, which can be used. Chebyshev polynomials are considerably
useful to solve integro-differential equations.

In this paper, the solution is approximated by a linear combination of the
first N+1 Chebyshev polynomials, with {ai}f\io, as coefficients. Approximate
solution will be simplified as a polynomial in z. This approximation will be
substituted in the equation. To determine a;, one can consider inner product
of both sides of the equation, by 7} (x). This procedure reduces the problem
to a system of equations. The generated system, which considering the type
of the equation will be either linear or nonlinear, can be solved through
various methods and the unknown coefficients can be found. Practically, all
orthogonal polynomials, on a closed finite interval, can also be applied for
approximating functions. But convergence of the partial sums of the first-
kind Chebyshev expansion, of a continuous function on [—1, 1], is faster than
the partial sums of an expansion in any other orthogonal polynomials [3].

The outline of this paper is as follows: Section 2 presents the method for
solving Volterra integro-differential equations. Numerical examples are given
in Section 3. Finally, conclusion will be presented in Section 4.

2 Chebyshev Galerkin method
Consider the following Volterra integro-differential equation
u'(x):f(x)—i—/\/ K(z,t)u(t)dt, a<z<b, (1)

u(a) = a. (2)

where u () is the unknown function, K (x,t) is a known continuous and
square integrable function, f (x) is a known function, and \ is a real known
parameter.

The method under study uses Chebyshev polynomials, well addressed in [29],
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as a basis polynomial to approximate the solution on a closed finite interval.
Assume that

u(zr) 2 uy(z) = iaiTi (W) ) (3)

where T; (W) is shifted Chebyshev polynomial at [a,b]. So we have

N

W) m ) =3 7 21 (255—(”—‘1)) , (4)

—a b—a
i=0

Substituting (3) and (4) into (1), results in

2 2z — (b—a)
7
b—a" 7‘( b—a >

@+ e / K (. 0T, (Qt_b(b;“)) dt, a<wz<b. (5)
1=0 a

N
i—0

K2

To determine unknown coefficients a;, we use the Galerkin idea by multiplying
both sides of (5) by T} (W) and then integrating with respect to x from
—1 to 1. So we have

[ ron (250) ws
/1 </\Zn:ai /T K(z,t)T; (%_b(b;a)) dt) T; (W) d, (6)
-1 i=0 a
for j =0,1,..., N, or equivalently
[ r@m (250 s

/\iai /_11( :K(x,t) T (W) dt) T (W) dz. (7)
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If needed the integrals can be calculated by numerical methods. This proce-
. . N

dure generates a system of linear equations for the unknown {a;},_,. Many

researchers substitute initial condition

u(a) = a = ZaiTi <2a—b(ba—a)> = Z%‘Ti(—l) = qa. (8)
=0 i=0

for the same number of equations in the foregoing linear system.

The unknown parameters are determined by solving the system of equations
(7) and (8). Substituting these values in (3) gives the approximate solution
of the integro-differential equation (1). Similarly one can apply this approach
for a Fredholm integro-differential equation in the following general form:

b
u' (z) :f(:v)+)\/ K(z,t)u(t)dt, a<xz<b,
u(a) = «

3 Numerical Examples

In this section, we intend to show the efficiency of the Galerkin method for
solving Volterra integro-differential equations of the second kind by Cheby-
shev polynomials by presenting three illustrative examples. The absolute
error for this formulation is defined by

Example 1. Consider the following Fredholm integro-differential equations
of the second kind [17]

1
u’(x):u(x)—%x%-ﬁ—ln(xﬂ—l)—kﬁ/o Hilu(t)dt, 9)

with the exact solution u(z) = In(z + 1).

To solve Equation (9) we approximate u (z) and u’ (x) as follows:

. 2z — (b—a)
ug(z) =y a;T; | ——————= ) =ap+a1(2z—1)
i) = 3 et (L) <ag

+ ap(8x? — 82 4+ 1) + a3(322> — 4822 4 18z — 1)
+ ay(1282* — 25623 + 1602% — 322 + 1), (10)
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and

4
Z 2 ;T <2x_(b_a)> = 2a; + ay (162 — 8)
pre b—a b—a

+ a3(96x? — 962 + 18) + aq(5122° — 76822 + 320z — 32).  (11)

uy ()

Substituting (10) and (11) into (9), results in

2a1 + az(162 — 8) + a3 (962% — 96 + 18) + a4(5122° — 768x2 + 3202 — 32)
=ap+a1(2x — 1) + ax(82% — 8z + 1) + a3(322® — 482% 4+ 182 — 1)

1 1
+ a4(1282* — 2562 + 160x% — 322 + 1) — ST+ T In(x+1)
T | 9
— | — 2t — 1 8t2 — 8t + 1
+(1112)2/0 rp (a0t an(2 = 1)+ ax +1)
+ a3(32t> — 48t% + 18t — 1) + ax (128" — 256t + 160t> — 32t + 1)) dt,

(12)

b—
with respect to x from —1 to 1, we obtain a system of linear equations which
one of them is replaced by the equation

By multiplying both sides of (12) by T; (%l:a)) and then integrating it

u(0)=0=ay—az+as=0 (13)

Now the unknown coefficients {ai}?zo are determined by solving this sys-
tem. Substituting these values in (3) gives the approximate solution of the
integro-differential equation (1). The results have been shown in Table 1, for
N =4,8,12, and Error is plotted in Figure 1, for N = 12.

Example 2. Consider the following Volterra integro-differential equations
of the second kind [40]

u' (x) =1—2zsin(x) + /Oru (t)dt, wu(0)=0.

The exact solution is y = x cos(z).
Table 2 shows the results for N = 4, 8,12. Also Figure 2 shows absolute error
for N = 12.

Example 3. Consider the following Volterra integro-differential equations
[40]:

1 x
u (x) =—-1+ 5302 —xe® — / tu (t)dt, wu(0)=0.
0
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The exact solution is y = 1 — e*. Results have been shown in Table 3, for
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N =4,8,12, and Error plotted in Figure 3, for N = 12.

Table 1: Absolute Error for Example 1

Approzx. Abs. Approz. Abs. Approzx. Abs.

T solution Error solution FError solution FError
0.0 0 0 0 0 0 0
0.1 0.0949 4.233e-4 0.0953 4.556e-7 0.0953 4.998e-10
0.2 0.1817 6.317e-4 0.1823 7.690e-7 0.1823 7.938¢e-10
0.3 0.2615 8.544e-4 0.2624 1.082¢-6 0.2624 1.146e-09
0.4 0.3353 1.161e-3 0.3365 1.416e-6 0.3365 1.508e-09
0.5 0.4039 1.543e-3 0.4055 1.860e-6 0.4055 1.964e-09
0.6 0.4680 1.971e-3 0.4700 2.361e-6 0.4700 2.481e-09
0.7 0.5282 2.430e-3 0.5306 2.909e-6 0.5306 3.088¢-09
0.8 0.5848 2.951e-3 0.5878 3.614e-6 0.5878 3.821e-09
0.9 0.6382 3.626e-3 0.6418 4.438e-6 0.6419 4.687e-09
1.0 0.6885 4.629¢-3 0.6931 5.611e-6 0.6931 5.930e-09

5.x 10771

4.x 1071

3.x 1074

2.x107%1

1.x 107"

0 - - - - ,
0 0.2 0.4 0.6 0.8 1

Figure 1: Absolute Error for Example 1
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Table 2: Absolute Error for Example 2
N=/4 N=8 N=12
Approzx. Abs. Approz. Abs. Approzx. Abs.
x solution Error solution FError solution Error
0 0 0 0 0 0 0
0.1 0.0991 4.308e-4 0.0995 2.308e-9 0.0995 1.383e-15
0.2 0.1954 5.890e-4 0.1960 3.450e-9 0.1960 1.987e-15
0.3 0.2859 6.954e-4 0.2866 4.423e-9 0.2866 2.570e-15
0.4 0.3676 8.387e-4 0.3684 5.136e-9 0.3684 3.046e-15
0.5 0.4378 1.023e-3 0.4388 6.131e-9 0.4388 3.586e-15
0.6 0.4940 1.214e-3 0.4952 7.178e-9 0.4952 4.160e-15
0.7 0.5340 1.381e-3 0.5354 8.072e-9 0.5354 4.747e-15
0.8 0.5558 1.537e-3 0.5574 9.368e-9 0.5574 5.509e-15
0.9 0.5577 1.776e-3 0.5594 1.094e-8 0.5594 6.371e-15
1.0 0.5380 2.300e-3 0.5403 1.382¢-8 0.5403 8.087e-15
Table 3: Absolute Error for Example 3
=4 N=8 N=12
Approx. Abs. Approx. Abs. Approzx. Abs.
z solution Error solution Error solution Error
0 0 0 0 0 0 0
0.1 -0.1050 1.750e-4 | -0.1052 5.037e-10 | -0.1052 2.053e-16
0.2 | -0.2212 2.406e-4 | -0.2214 7.428e-10 | -0.2214 2.930e-16
0.3 | -0.3496 2.785e-4 | -0.3499 9.426e-10 | -0.3499 3.730e-16
0.4 | -0.4915 3.251e-4 | -0.4918 1.069e-9 -0.4918 | 4.332¢-16
0.5 | -0.6483 3.850e-4 | -0.6487 1.240e-9 -0.6487 | 4.955e-16
0.6 | -0.8217 | 4.448e-4 | -0.8221 1.407e-9 -0.8221 5.561e-16
0.7 | -1.0130 | 4.891e-4 | -1.0140 1.516e-9 -1.0140 6.081e-16
0.8 | -1.2250 5.177e-4 | -1.2260 1.679e-9 -1.2260 6.757e-16
0.9 | -1.4590 5.648e-4 | -1.4600 1.874e-9 -1.4600 7.438e-16
1.0 | -1.7180 7.204e-4 | -1.7180 2.311e-9 -1.7180 9.235e-16
8. % 10 154
7.x107"%1
6.x107"%1
5.x 10771
4.%x 107"
3.x 107"
2.x107"%1
1.x 10 15 |
0 T T T T ]
02 0.4 0.6 0.8 1

Figure 2: Absolute Error for Example 2
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7.%x 1077
6.x10" "1
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Figure 3: Absolute Error for Example 3

4 Conclusion

This article deals with the numerical solution of the first order Volterra
integro-differential equations of the second kind, using Galerkin method by
Chebyshev Polynomials. This technique is tested on three examples and the
results are satisfactory. In addition this method is portable to high order
Volterra integro-differential equations of the second kind and easy to pro-
gram.
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Kudryashov method for exact
solutions of isothermal magnetostatic
atmospheres

N. Kadkhoda* and H. Jafari

Abstract

The Kudryashov method to look for the exact solutions of the nonlinear
differential equations is presented. The Kudryashov method is applied to
search for the exact solutions of the Liouville equation and the Sinh-Poisson
equation. The equations of magnetohydrostatic equilibria for a plasma in a
gravitational field are investigated analytically. An investigation of a family
of isothermal magnetostatic atmospheres with one ignorable coordinate cor-
responding to a uniform gravitational field in a plane geometry is carried out.
The distributed current in the model J is directed along the z-axis where x
is the horizontal ignorable coordinate. These equations transform to a single
nonlinear elliptic equation for the magnetic vector potential u. This equation
depends on an arbitrary function of u that must be specified.

Keywords: Kudryashov method; magnetostatic equilibria; nonlinear evolu-
tion equations; traveling waves.

1 Introduction

The equations of magnetostatic equilibria have been used extensively to
model the solar magnetic structure [1,4,9,11]. An investigation of a fam-
ily of isothermal magnetostatic atmospheres with one ignorable coordinate
corresponding to a uniform gravitational field in a plane geometry is carried
out. The force balance consists of the force between J A B (B, magnetic
field induction, J is the electric current density), the gravitational force, and
gas pressure gradient force. However, in many models, the temperature dis-
tribution is specified a priori and direct reference to the energy equations is
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eliminated. In solar physics, the equations of magnetostatic have been used
to model diverse phenomena, such as the slow evolution stage of solar flares,
or the magnetostatic support of prominences [20]. The nonlinear equilib-
rium problem has been solved in several cases [3,8,17,18]. In this paper,
we obtain the exact analytical solutions for the Liouville and sinh-Poisson
equations using the Kudryashov method. Because these two models will be
special cases of magnetostatic atmospheres model. Also here there is force
balance between different forces. The Kudryashov method was developed by
Kudryashov on the basis of a procedure analogous to the first step of the test
for the Painlev property [2,7,7,9,10]. The paper is organized as follows :

In Section 2, we describe the methodology of Kudryashov method for solv-
ing nonlinear evolution equations when the Riccati equation is used as the
simplest equation. We describe the Basic equations in Section 3. We apply
this methodology and obtain exact solutions of the Liouville and sinh-Poisson
equations in Section 4. Finally, the concluding remarks are presented in Sec-
tion 5.

2 Analysis of the Kudryashov method

We consider a partial differential equation and we assume that by means of an
appropriate transformation this partial differential equation is transformed
to a nonlinear ordinary differential equation in the form

Pu, v/, u" W, ...) = 0. (1)

Exact solution of this equation can be constructed as finite series
u(€) =Y AiG(E), (2)

where G(€) is a solution of some ordinary differential equation referred to as
the simplest equation. The simplest equation has two properties:

1. the order of simplest equation should be less than the order of equation

(1).

2. we should know the general solution of the simplest equation or at least
exact analytical particular solution(s) of the simplest equation.

In this paper, we use the equation of Riccati, as the simplest equation. This
equation is a well-known nonlinear ordinary differential equation which pos-
sesses the exact solution constructed by elementary function. In this paper
for the Riccati equation

G'(§) = cG(§) +dG(€)?, 3)
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we use the solution

Gle) - _celel + &)

= 1—dexp[c(§+§0)}; d<0,c>0, (4)

and
¢ exple(€ + &)

L+ dexple(§+ &)
Here &y is a constant of integration. Now u(£) can be determined explicitly
by using the following three steps:

G(&) = d>0,c<0. (5)

e Step (1). By considering the homogeneous balance between the highest
nonlinear terms and the highest order derivatives of u(€) in equation
(1), the positive integer n in (2) is determined.

e Step (2). By substituting equation (2) with equation (3) into equation
(1) and collecting all terms with the same powers of G together, the left
hand side of equation (1) is converted into a polynomial. After setting
each coefficient of this polynomial to zero, we obtain a set of algebraic
equations in terms of 4; (i =0,1,2,...,n), ¢, d.

e Step (3). Solving the system of algebraic equations and then substi-
tuting the results and the general solutions of (4) or (5) into (2) gives
solutions of (1).

3 Basic equations

The relevant of magnetohydrostatic equations consisting of the equilibrium
equation with force balance will be as:

JAB—pV®—-VP=0, (6)

which is coupled with Maxwells equations:

J:V/\37 )
I

V-B=0, (8)

where P, p ,pand @ are the gas pressure, the mass density, the magnetic
permeability and the gravitational potential, respectively. It is assumed that
the temperature is uniform in space and that the plasma is an ideal gas with
equation of state p = p Ry Ty, where Ry is the gas constant and Tj is the
temperature. Then the magnetic field B can be written by the following:

ou —O0u
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The form of (9) for B ensures that V- B = 0, and there is no mono pole
or defect structure. equation (6) requires the pressure and density be of the
form [11]:

—z 1 —z
P(y,z) =Pu)e?, ply,z)=-—P(u)e™, 10
(y,2) = P(u) (y,2) o (u) (10)
where h = fo10 is the scale height. Substituting equations (7-10) in equation
(6), we obtain
Viu+ f(u)e® =0, (11)
where P
=U—. 12
Flu) = (12)
Equation (12) gives
1
Py =t [ S (13)
Substituting equation (13) into equation (10), we obtain
1 —z
Ply2) = (R, [ Fajdu) e, (14)
2) = (B [ ) e (15)
z)=— - u)du) e
P\Y, gh 0 1 ’

where Py is constant. Taking transformation

T, + 1Ty = eT eiTy (16)
equation (12) reduces to
2 2
ou 8—2‘ + 12 f(u) -1 = 0. (17)

dx?  Ox

These equations have been given in Khater et al. (2000).

4 Application of the Kudryashov method

In this section, we will investigate the Kudryashov method for solving specific
forms of f(u).
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4.1 Liouville equation

We first consider Liouville equation and the following equation will be special
case of equation (17). Let us assume f(u) has the form (Dungey, 1953; Low,
1975):

fu) = —a2AoefA%, (18)
where Ay and a? are constants. Hence

242 .
e Aoe"%)eT. (19)
2p

P(yvz):(PO+

Inserting equation (18) into equation (17) we obtain

V2A/ 4y = o2 TG D)2) (20)
where V2 = 68722 + 88722‘ Let us set
1 2
A z
AL +w(y, 2), (21)

where L is a constant. Then equation (20) becomes

V2w — [2a2e 20— (Z+r—1)2, (22)
Let us identify [ by
2 2 1
=24 23
AR (23)

and inserting equation (23) into equation (22) we obtain a Liouville type
d)xz + d)tt — 2l2672¢ =0. (24)

In order to apply the Kudryashov method, we use the wave transformation
¢ =z — kt and change equation (24) into the form

(1+k*)¢" = a?1?e™??, (25)

we next use the transformation

we obtain ,
1+ ED)ow — (14 ) (') + 222 12w =0, (27)

with balancing according step (1) we get n = 2, therefore the solution of (27)
can be expressed as follow:



48 N. Kadkhoda and H. Jafari
v(€) = 3 AG(E)" (28)

Substituting equation (28) along with (3) into (27) and setting the coefficients
of all powers of G to zero, we obtain a system of nonlinear algebraic equations
for Ag, A1, As . Solving the resulting system with the help of mathematica,
we have the following sets of solutions:

Ay =0,

d(1+k>2
Ay = —2te), (29)
A, — _d*(1+K?)

where £ = x—kt, \,a,l are constants. Therefore, substituting (29) in (28) and
general solution (3) according to (4), we obtain solution of (27) as follows:

Rd(1+ k) elelEreo)

v(e) = 202 (1 — de(c(€+60)))2’ (30)
where d < 0, ¢> 0, & =x — kt. Using transformation
v=e2 (31)
we get solution of (24) as follows:
1 2d(1 + k?) e(c(6+€0))
¢1 (f) = _5 hl[_ 1202 (1 — de(c(§+£0)))2]' (32)

Now substituting (29) in (28) and general solution (3) according to (5), we
obtain solution of (27) as follows:

c2d(1 4+ k?) e(c(€+£0))

v2(8) = 2a? (1 + delc(6+€0)))2” (33)
where d > 0,¢ < 0, £ =z — kt. Using transformation
v=e"29, (34)
we get solution of (24) as follows:
1. .c2d(1 + k2 e(c(€+€0))
¢o = —=In| ( ) (35)

2 Pa? (1 dee@ren)z "
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4.2 Sinh-Poisson equation

In this section, we consider sinh-Poisson equation which plays an important
role in the soliton model with BPS bound [4,6]. Also, this equation will be
special case of equation (17). If we assume

2 A
Flu) = ~2-(20) sinh (). (36)
The same as above we have
¢xm + ¢tt = ﬁ2 Slnh(¢) (37)

In order to apply the Kudryashov method, we use the wave transformation
¢ = x — kt and change equation (37) into the form

(1+k%)¢" = 5? sinh(¢), (38)

we next use the transformation

y =< 39
{Sinh(qb) = 76(#_26%7 (39)

we obtain
2(1 4+ E)vv” —2(1+ k) (V') = B2(v® — v) = 0. (40)

With balancing according to step (1) we get n = 2, therefore the solution of
(40) can be expressed as follows:

o(©) = > GO (a1)

Substituting equation (41) along with (3) into (40) and setting the coefficients
of all powers of G to zero, we obtain a system of nonlinear algebraic equations
for Ay, A1, As . Solving the resulting system with the help of mathematica,
we have the following sets of solutions:

Ayg=1,

A =4

AQZfL; (42)
c )

_ B

C_:t\/1+77

where £ = x — kt, A\, are constants. Therefore, using Substituting (42) in
(41) and general solution (3) according to (4), we obtain solution of (40) as
follows:
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1+d c(€+€0) 2
vl(ﬁ):—( ‘ )2; d<0, ¢>0, (43)
(]_ _ dec(§+50))

when 8> 0or ¢ = ——2— when 8 < 0 and ¢ = z — kt.

where ¢ = T

B
1+k2
Using transformation
v=e?, (44)

we get solution of (37) as follows:

(1+ dec(f+£o))2

#1(8) = ln[m ;

(45)

where ¢ = \/fkT when 8 > 0 or ¢ = —ﬁ when 8 < 0. Now with
Substituting (42) in (41) and general solution (3) according to (5), we obtain

solution of (40) as follows:

(1- dec(g+£o))2
0(f) = ——— 5 d>0, ¢<0, (46)
(1 + dec(5+50))

when B < 0or¢c=——L— when 8> 0 and £ = z — kt.

where ¢ = NiEnr

B
. 1 +k2 .
Using transformation

v=e?, (47)

we get solution of (37) as follows:

(1- dec(£+§0))2

= 7
¢2 n[(l+dec(§+§0))2],

(48)

Wherec:\/%when,8<()orc:—\/% when 5 > 0.

5 Conclusion

This study shows that the Kudryashov method is quite efficient and practical
and is well suited for use in finding exact solutions for the Liouville and Sinh-
Poisson equations. The reliability of the method and the reduction in the
size of computational domain give this method a wider applicability. In this
paper, the Kudryashov method has been successfully used to obtain some
exact travelling wave solutions for the Liouville and Sinh-Poisson equations.
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A nonstandard finite difference scheme
for solving three-species food chain
with fractional-order Lotka-Volterra

model

S. Zibaei and M. Namjoo*

Abstract

In this paper, we introduce fractional-order for a model of tritrophic food
chain Lotka-Volterra. Moreover, we discuss the stability analysis of fractional
system. The nonstandard finite difference (NSFD) scheme is implemented to
study the dynamic behaviors in the fractional-order Lotka-Volterra system.
Numerical results show that the NSFD approach is easy to implement and
accurate when applied to fractional-order Lotka-Volterra system.

Keywords: Fractional differential equations; Lotka-Volterra model; prey-
predator system; Nonstandard finite difference scheme; Stability.

1 Introduction

Biological systems have been studied for many years. In these systems, it
is common that state variables represent nonnegative quantities, such as
concentrations, physical properties, the size of populations and the amount
of chemical compounds [15]. These biological models are commonly based
on the systems of ordinary differential equations (ODEs). Exact solutions
of these systems are rarely in access and usually complicated; hence good
approximations are required. Numerical methods are often the method of
choice. They should describe the dynamic behavior of the systems, produce
the nonnegative solutions, and reproduce the real dynamics of the biological
systems. The interspecies interaction is among the most intensively explored
fields of biology. The existance of many mathematical models in that area
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help us understand the population dynamics of analyzed biological systems.
Mathematical models of predator-prey systems, characterized by decreasing
growth rate of one of the interacting populations and increasing growth rate
of the other, consist of systems of ODEs. In most of the modeled interac-
tions, all rates of change are assumed to be time independent, which makes
the corresponding systems autonomous. It is not always possible to find the
exact solutions of the nonlinear models that have at least two ODEs. It is
sometimes more useful to find numerical solutions of these types of systems in
order to programme easily and visualize the results. By applying a numerical
method on a continuous differential equation system, it becomes a difference
equation system, i.e., discrete time system. While applying these numerical
methods, it is necessary that the new difference equation system provide the
positivity conditions and exhibit the same quantitative behaviours of con-
tinuous systems such as stability, bifurcation and chaos. It is well known
that some traditional and explicit schemes such as forward Euler and Runge-
Kutta are unsuccessful at generating oscillation, bifurcations, chaos and false
steady states, despite using adaptative step size [13,17,18]. For forward Euler
method, if the step size h is chosen small enough and the positivity conditions
are satisfied, the local asymptotic stability for a fixed point is saved while
in some special cases Hopf bifurcation cannot be seen. Instead of classical
methods, NSFD schemes can alternatively be used to obtain more qualitative
results and remove numerical instabilities. These schemes are developed for
compensating the weaknesses, such as numerical instabilities that may be
caused by standard finite difference methods. Also, the dynamic consistency
can be represented by NSFD schemes [10]. The most important advantage
of this scheme is that by choosing a convenient denominator function instead
of the step size h, better results can be obtained. If the step size h is chosen
small enough, the obtained results do not change significantly, but if the step
size h gets larger this advantage comes into focus.

As it is well known, in the field of mathematical biology, the traditional
Lotka-Volterra systems are very important mathematical models which de-
scribe multispecies population dynamics in a nonautonomous environment.
Many important and interesting results of the dynamic behaviors for the
Lotka-Volterra systems have been found in [3,19,20], such as the existence
and uniqueness of solutions, the permanence, extinction, global asymptotic
behavior and bifurcation. Because of the good memory and hereditary prop-
erties of fractional derivatives, it is often necessary to study the corresponding
fractional systems. Therefore, the dynamical analysis of the fractional Lotka-
Volterra systems has attracted a great deal of attention due to its theoretical
and practical significance.

Many important results regarding stability of fractional systems have been
obtained. For instance, the stability, existence, uniqueness and numerical
solution of the fractional logistic equation are investigated in [7]. The stability
and solutions of fractional predator-prey and rabies models are discussed
in [1]. In addition, bifurcation properties of fractional systems have been
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studied in some papers. For example, conditions for the occurrence of Hopf
’s bifurcation are explored based on numerical simulations in [29]. The critical
values of the fractional order are identified for which Hopf ’s bifurcation may
occur based on the stability analysis in [29]. Thus, it is significant to study
the dynamical behaviors in the fractional population systems.

Analysis of fractional Lotka-Volterra equations which are obtained from
the classical Lotka-Volterra equations in mathematical modeling by the re-
placing first order derivatives by fractional derivative of order a (0 < o < 1)
have been the focus of recent research in this field. Lots of universal phenom-
ena can be modeled to a greater degree of accuracy by using the property of
these evolution equations. The fractional differential equations have gained
much attention recently due to the fact that fractional order system response
ultimately converges to the integer order system response.

The current technological advance has made it possible for humans to dis-
turb the environmental balance in nature that may cause immense damages,
such as species extinction or starvation. Therefore, understanding the be-
haviour of the interaction between the species may help biologists and other
related parties to prevent those events from happening. The real interaction
of prey-predator in nature is complex and comprises both interspecies and
external environmental factors. Therefore, several simplifications are usually
assumed so that a basic model can be constructed and then developed or
modified to approach the real system.

The Lotka-Volterra equations are a system of ODEs in the following form:
7' = ax — bxy,

/ p—

Y = —cy +duzy,
x(o) = Zo, y(o) = Yo,

where z and y are prey and predactor, respectively. Here a is the prey
growth rate in the absence of the predators, b is the capture rate of prey
per predator, d is the rate at which each predator converts captured prey
into predator births and c is the constant rate at which death occurs in the
absence of prey. They show that ditrophic food chains (i.e. prey-predator
systems) permanently oscillate for any initial conditions if the prey growth
rate is constant and the predator functional response is linear.

The classical food chain models with only two trophic levels are shown
to be insufficient to produce realistic dynamics [5]. Therefore, in this pa-
per, by modifying the classical Lotka-Volterra model, we analyse and sim-
ulate the dynamics of a three-species food chain interaction. With non-
dimensionalisation, the system of three-species food chain can be written
as
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' = ax — bry,
Yy =dxy —cy — eyz, 1)
2 =gzy — fz,
x(0) =wzo,  y(0)=wo, 2(0)= 20,
where z, y and z denote the non-dimensional population density of the prey,
predator and top predator, respectively. The predator y preys on x and the
predator z preys on y. Furthermore a, b, ¢, d, e, f and g are the intrinsic
growth rate of the prey, the death rate of the predator, the death rate of the
top predator, predation rate of the predator, the conversion rate, predation
rate of the top predator and the conversion rate, respectively.

This paper is organized as follows: In the next section, we give some ba-
sic definitions and properties of the Griinwald-Letnikov (GL) approximation
and provide a brief overview of the important feature of the procedures for
constructing NSFD schemes for ODEs. In Section 3, we introduce fractional
order into the model that describes Lotka-Volterra system and also stability
theorem and fractional Routh-Hurwitz stability conditions are given for the
local asymptotic stability of the fractional systems. In Section 4, we will dis-
cuss the stability analysis of fractional system. In Section 5, we present the
idea of NSFD scheme for solving the fractional order Lotka-Volterra model.
Finally in the last section, numerical results show that the NSFD approach
is easy to be implemented and accurated when applied to fractional-order
Lotka-Volterra system.

2 Preliminaries and notations

In this section, some basic definitions and properties of the fractional calculus
theory and nonstandard discretization are discussed.

2.1 Fundamentals of fractional-order

Fractional differential equations (FDEs) have gained considerable importance
due to their application in various sciences, such as physics, mechanics, chem-
istry and engineering [16]. In the recent years, the dynamic behaviors of
fractional-order differential systems have received increasing attention. Al-
though the concept of the fractional calculus was discussed in the same time
interval of integer-order calculus, the complexity and the lack of applications
postponed its progress till a few decades ago. Recently, most of the dynami-
cal systems based on the integer-order calculus have been modified into the
fractional order domain due to the extra degrees of freedom and the flexi-
bility which can be used to precisely fit the experimental data much better
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than the integer-order modeling. For example, new fundamentals have been
investigated in the fractional-order domain for the first time and do not exist
in the integer-order systems such as those presented in [9,16].

2.2 GL approximation
The GL method of approximation for the one-dimensional fractional deriva-
tive is as follows [16]:

Dex(t) = f(t, z(t)), z(0) = wo, t e 0,ty], (2)

t

e

D°(t) = lim h*‘l[ L](—l)j <‘;‘>x(t —jh),

h—0

=0

where 0 < a < 1, D denotes the fractional derivative and h is the step size
and [%f] denotes the integer part of %f Therefore, Eq. (2) is discretized as
follows:

Zc?‘xn,j = f(tn,xn), n=123,..
§=0

where ¢, = nh and cf are the GL coefficients defined as:

1
C.? = (- —; )C?*h g =h"" J=1273,..

2.3 NSFD discretization

The initial foundation of NSFD schemes came from the exact finite differ-
ence schemes. These schemes are well developed by Mickens [13,14] in the
past decades. These schemes are developed for compensating the weaknesses
such as numerical instabilities that may be caused by standard finite differ-
ence methods. Regarding the positivity, boundedness and monotonicity of
solutions, NSFD schemes have a better performance over the standard finite
difference schemes, due to flexibility to construct a NSFD scheme that can
preserve certain properties and structures, which are obeyed by the original
equations.

The advantages of NSFD schemes have been shown in many numerical
applications. Gonzalez-Parra et al. [4] developed NSFD schemes to solve
population and biological models. Jordan [8] constructed NSFD schemes for
heat transfer problems.



58 S. Zibaei and M. Namjoo

We now give an outline of the critical points which will allow the con-
struction of NSFD discretizations for ODEs.

Consider the autonomous ODE given by
' = f(z), x0)==mzy, te]0,ty],

where f(z) is, in general, a nonlinear function of . For a discrete-time grid
with step size, At = h, we replace the independent variable ¢t by

t =~ t, = nh, n=012,...,N
where h = tﬁf The dependent variable z(t) is replaced by
x(t) ~ xy,

where z,, is the approximation of x(¢,).

The first NSFD requirement is that the dependent functions should be
modeled on the discrete-time computational grid. Particular examples of this
include the following functions [13,14].

TY ~ 2T 1Yn — Tng1Yntl,
2
TZ =N Tp41Tn,

x5~ (7x"+1 —;—an 2.

A standard way for representing a discrete first-derivative is given by

/

Tn4+1 — Tp
T _—.

h

1%

However, the NSFD scheme requires that 2’ has a more general representation
Tny1 — Tn

¢ )
where the denominator function, i.e. ¢ has the following properties:

(i) (h) = h + O(h?),

(ii) ¢(h) is an increasing function of A,

!
T

1%

(iii) ¢(h) may depend on the parameters appearing in the differential
equations.

The paper by Mickens [14] gives a general procedure for determining ¢(h)
for systems of ODEs. An example of the NSFD discretization process is its
application to the decay equation
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= -z,

where A is a constant. The discretization scheme is as follows [14]

xn+1¢— Tn — )z, ¢(h, )\) _ 1 _iw\h
Another example is given by
= Mz — dox?,
where the NSEFD scheme is
Tt — 0 A1 — Aot 1@, P(h, A1) = 6/\1}17_1~
¢ A1

It should be noted that the NSFD schemes for these two ODEs are exact in
the sense that =, = x(¢,) for all applicable values of h > 0. In general, for
an ODE with polynomial terms,

¥ =ax+ (NL) NL = Nonlinear terms,
the NSFD discretization for the linear expressions is given by Mickens [14]

Tp41 — Tn

= azxy + (NL),,
¢
where the denominator function is
ah
e —1
h P
blhsa) = —

It follows that if 2’ is a function of  which does not have a linear term, then
the denominator function is just h, i.e. ¢(h) = h.

By applying this technique and using the GL discretization method, the
following relations are yielded:

n+1

- E cfTnr1—j + f(tnt1, Tnt1)
i=1
Tn+1 = o , n=0,1,2 ..
0

where ¢§ = ¢(h) 2.
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3 Fractional-order Lotka-Volterra model

Now we introduce fractional-order into the model (1) of Lotka-Volterra
chaotic system. The new system is described by the following set of frac-
tional ODEs of order oy, ag, a3 > 0, in the following form

D*1g(t) = ax — bay,
Dezy(t) = dxy — cy — eyz,

Desz(t) = g2y — f2, (3)
x(0) = o, y(0) = vo, 2(0) = 20,
0<a; <1, i=1,2,3.

Now, stability theorem on fractional-order systems, fractional Routh-
Hurwitz stability conditions and their related results are introduced. The
first stability theorem has been given for incommensurate fractional-order
systems.

Theorem 1. ( [12]) Consider the incommensurate fractional-order system
D%(t) = f(z(t),  x(0) = o, (4)

where a« = (aq,...,0a5), a; € (0,1] for i = 1,2,...,n and x € R™. The
equilibrium points of (4), are calculated by solving the equations:

flx)=0.

These points are locally asymptotically stable if all eigenvalues \ of the Jaco-
bian matrix J = a—i evaluated at the equilibrium points satisfy:

arT

2 b

larg(N\)| > o = max(aq,...,an).

Theorem 2. ([11]) Consider the commensurate fractional-order system (4),
ie, a1 =ay = - =, =ar. If all eigenvalues of the Jacobian matriz of
an equilibrium point satisfy:

armT

A
jarg)| > 57,

then, the fractional system is locally asymptotically stable at the equilibrium
point.

Consider the system of ODEs given by

X' =F(X,Y,Z),
Y'=G(X,Y,Z), (5)
7' = H(X,Y, Z),



A NSFD scheme for solving three-species food chain ... 61

where F, G and H are nonlinear functions. Let X, Y and Z be the steady-
state solution, i.e.,

F(X,Y.2)=G(X,V,Z) = H(X,Y,Z) = 0.
Now consider small perturbations to the steady-state solutions

X(t) = X + z(t),
Y(t) =Y +y(b),
Z(t)=Z + 2(t).

Frequently these are called perturbations of the steady-state. Substitut-
ing, we arrive at

(X +2) = F(X +a,Y +y, 2 +2),
Y +y) =GX+zY+y,2Z+2),
(Z4+z2))=HX+=z,Y+y, Z+2).

On the left-hand side we expand the derivatives and that by definition
X' =Y'=7=0.

On the right-hand side we now expand F, G and H in a Taylor series about
the point (X,Y, Z). The result is

¥ = F(X.¥,2)+ F(X.¥,2)c + F,(X.V. Z)y
+F,(X,Y,Z)z + terms of order 2?2, y?, 22, zy,
yz,xz,and higher,

y, = Gj)ivyj Z) +GE(X3)73 Z)$+Gy(X7Y7Z)y
+G.(X,Y,Z)z + terms of order 22, y?, 22, xy,
yz,xz,and higher,

Y= H(X.Y.2Z)+ H(X.Y. Z)x+ Hy(X, V., Z)y
+H.(X,Y,Z)z + terms of order x2,y?, 2%, xy,
yz,xz,and higher.

Again by definition,
F(X,V.Z) = G(X,Y,2) = H(X,V,Z) =0,

so we are left with
I
T = a11x + a1y + a132,
!
Y = a21% + a2y + a3z,
2 = as1x + azy + assz,

where the matrix of coefficients
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a1 G12 413
A= | a1 a2 a3
asi agz asz ) o
F.(X,Y,Z) F)(X,Y,Z) F.(X,Y,2)
= | G.( XYZ)G X}Y,Z) (XY, 2) |,
H.(XY\7) Hy(X,¥. 7) H(X.Y.2)

is the Jacobian of the system (5). Hence, the problem has been reduced to
a linear system, ie., w' = Aw with w = (z,y,2)", for states that are in
proximity to the steady-state (X,Y, Z).

The Jacobian matrix J of the system (3) at the equilibrium point F =
(z*,y*,z*) is computed as

a — by* —bx* 0
J(E) = dy* —cH+dz* —ez* —ey* . (6)
0 92" —f+gy"

The existence and local stability conditions of these equilibrium points are
as follows:

Let D(P) denotes the discriminant of a polynomial P
P\) =X +a1\? +ag) + a3 =0, (7)
and
D(P) = 18(11(12(13 + (a1a2)2 - 4(13((11)3 - 4((12)3 - 27((13)2,

using the results of [2], we have the following Routh-Hurwitz stability condi-
tions for FDEs:

(i) If D(P) > 0, then the necessary and sufficient condition for the equilibrium
point E to be locally asymptotically stable is a; > 0,a3 > 0,a1a3 — az > 0.

(ii) If D(P) < 0, a3 > 0,a2 > 0,a3 > 0, then the equilibrium point F
is locally asymptotically stable for a < 2/3. However, if D(P) < 0,a; <
0,a2 < 0, > 2/3, then all roots of polynomial (7) satisfy the condition
larg(A)] < 5

(iii) If D(P) < 0, a1 > 0,a2 > 0,a1a2 — ag = 0, then the equilibrium
point E is locally asymptotically stable for all a € [0, 1).

(iv) The necessary condition for the equilibrium point E to be locally asymp-
totically stable is ag > 0.

In the next section, we discuss the asymptotic stability of the equilibrium
point E of the system (3).
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4 Stability analysis of the model

To evaluate the equilibrium points of the system (3), let
ar — bry =0,
dry —cy —eyz =0,
gzy — fz =0,

then the equilibrium points are Eo = (0,0,0), By = (0,4,-¢) and B =
(5,%,0). All calculations were performed by MAPLE. The local stability
conditions of these equilibrium points are as follows:

(i) The Jacobian matrix (6) at the equilibrium point Ey = (0,0,0) is

a0 O
J(0,0,0)=[0—c 0 |, (8)
00 —f

with the characteristic equation
PN =N +ay A2 +ag)\ +az =0,
where
a1 = f+c—a, as =cf —af — ac, a3 = —fac,
and D(P) in the above equation is
D(P) = (¢~ f)*(a+ f)*(a+c)*.

Therefore, the eigenvalues of the Jacobian matrix (8) corresponding to the
equilibrium point Ey are A\ = a, Ao = —c and A3 = —f.

Clearly, if ¢ # f then D(P) > 0. Now, since ag < 0; therefore, based on
part (i) in Routh-Hurwitz stability conditions, the equilibrium point Ej is
unstable.

(ii) The Jacobian (6) at the equilibrium point E; = (0, L, —¢) is

vgr e
ag=b 4
g
J(Ovia_g): ﬁ 0 —g 9
g ¢ g g
o % o
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where the characteristic equation is
PN =X +a 2 +a\ +a3 =0,

with

CL1ZM, as = —cf, CL3=M,
9 g
and again
p(p) = 2P @ =) £ 4] (bf = 2a9))*

g
Here, the corresponding eigenvalues are

M:%, M= el Aa=—vef.

Obviously, if g?(a? — cf) + bf(bf — 2ag) # 0 then D(P) > 0. Then as
ayas — az = 0; therefore, based on part (i) in Routh-Hurwitz stability condi-
tions, the equilibrium point F; is an unstable point.

(iii) The Jacobian (6) at the equilibrium point Ey = (4, %,0) is

be
0 -2 0
ca ad _ca
TGe0=1% " % | (9)
ag—bf
0 0 .

In this case, the characteristic equation is also
PO =AM +a 2 +ax\ +a3 =0,

where

_ag—bf B ~ (ag —bf)ac
=== az = ac, a3 = ==

and
_Aac(bf(bf — 2ag) + g°a® + b*ca)®

bt
Therefore, the eigenvalues of the Jacobian matrix (9) corresponding to the
equilibrium point Fs are

D(P) =

—b
A = %, Ay = iv/ac, Ay = —ir/ac.
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Clearly, if bf(bf — 2ag) + g*a® + b%ca # 0 then D(P) < 0. Now if bf > ag
then a1 > 0,as > 0,a;a2 — ag = 0 and based on part (iii) in Routh-Hurwitz
stability conditions the equilibrium point Fs is locally asymptotically stable
for all @ € [0,1).

5 NSFD for fractional-order Lotka-Volterra model

For system (3) and applying Mickens scheme by replacing the step size h
by a function ¢(h) and using the GL discretization method, the following
equations are obtained:

n+1

(¢35} —
E C;' Tnt1—j = aTn — bTnt1Yn,
J=0

n+1
Z C?2yn+1fj = —CYn+1 + danrlyn — €Yn+12n, (10)
=0

n+1

«
E ¢ 2nt1-j = —[2n41 + 9ZnYnt1.
=0

Comparing equations (10) with system (3), we note the following:
1. The linear and nonlinear terms on the right-hand side of the first equation
in system (3) are in the forms

TR Xy, —XY R —Tp1Yn-

2. The linear and nonlinear terms on the right-hand side of the second
equation in (3) are

—Y = —Yn+1, TY = Typ41Yn, —YzZ X —Yn+12n-
3. The linear and nonlinear terms on the right-hand side of the third equation
in (3) are
—Z = —Znt1, 2Y = ZnYnt1-

Doing some algebraic manipulations to equations (10) yields the following
relations:
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n+1
= T+ az,
T — =
n+1 Cgl +byn )
n+1
=Y P Yni1j + dang1yn (11)
_ =1
Yn+1 = ng Yctez, 5
n+1
=Y g1y + G2l
z N
n+1 — Cgs +f )
where
et = ¢1(h)™, cg® = ¢p2(h)™*, g’ = d3(h)™,
with [21]
e — 1 eh —1 efh —1
h) = h) = h) =
s =" e = )=

Proposition 1. The numerical solutions obtained from system (11) for case
0<a; <1, i=1,2,3 satisfy

T, >0 Tpt1 > 0
Yn > 0= Yn+1 >0 (12)
Zn >0 Znt1 >0

for all the relevant values of n.

Proof. Since c¢g* > 0 and by recursive relation

1+ o
J

&= (1- )eo j=1,2,3,..

-1

we have ¢f* < 0, j > 0. Now system (11) shows that relations (12) is
established. For case a; = 1, ¢ = 1,2,3 we should consider the following
system:

LTptl1 — X
% = axy — bTri1Yn,
1
Yn+1 — Yn
o —CYnt1 + dTni1Yn — €Yni12n,
2
Zn—l—l — Zn
d) = 7fzn+1 + 9ZnYn+1-
3

By solving this system for x,1,¥n+1 and z,41 we conclude that relation
(12) holds. O
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6 Numerical results

Analytical studies always remain incomplete without numerical verification
of the results. In this section, we present numerical simulation to illustrate
the results obtained in the previous sections. The numerical experiments
are designed to show the dynamical behaviour of the system in three main
different sets of parameters and initial conditions:

(i) The case where bf = ag,

(ii) The case where bf > ag,

(iii) The case where bf < ag.

To show the dynamics of the system (3), set the parameter a = b =c =
d=e= f =1 given as fixed parameters and g as a varied parameter.

(i) The case where bf = ag

For the case bf = ag the equilibrium point E5 has three eigenvalues with zero
real part corresponding with stable centre point in xzy plane . We consider
the case a; = as = az = 1 which corresponds to the classical Lotka-Volterra
system. Figures 1 and 2 represents the phase portrait for solutions where
parameter g = 1 with the initial conditions (z(0),y(0),z(0)) = (0.5,1,2),
for simulation time 40s and step size h = 0.1 and A = 0.5. In this case,
prey x, predator y and top predator z persist and have populations that vary
periodically over time in a common period.

Once again an equilibrium is achieved within the system, such that each
predator population increases as the population of its respective prey in-
creases. Each predator population also peaks and then begins to decrease
shortly after its respective prey population peaks and begins to decrease.
The plots of populations = and y are essentially the same as they were in
the 2D system, and the new predator population z behaves similarly with
respect to y as y behaves with respect to x. All three populations share a
common period.
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Figure 1: Plot of populations x, y and z over time for the case bf = ag with a1 = as =
a3 =1 and h = 0.1.
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Figure 2: Plot of populations z, y and z over time for the case bf = ag with a1 = ag =
a3 =1 and h = 0.5.

Figures 3 and 4 depict the phase trajectory of the fractional-order Lotka-
Volterra chaotic system (3) for commensurate order a; = g = g = 0.90 and
parameters g = 1 with the initial conditions (z(0),y(0), 2(0)) = (0.5, 1, 2), for
simulation time 40s and step size h = 0.1 and h = 0.5.
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Figure 3: Plot of populations x, y and z over time for the case bf = ag with a1 = as =
a3 = 0.90 and h = 0.1.
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Figure 4: Plot of populations x, y and z over time for the case bf = ag with a1 = as =
a3 = 0.90 and h = 0.5.

Figures 5 and 6 depict the phase trajectory of the fractional-order Lotka-
Volterra chaotic system for incommensurate order and parameters g = 1 with
the initial conditions (x(0),y(0),2(0)) = (0.5,1,2), for simulation time 40s
and step size h = 0.1 and h = 0.5.
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Figure 5: Plot of populations z, y and z over time for the case bf = ag with a3 =
0.99, a2 = 0.95,a3 = 0.90 and h = 0.1.
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Figure 6: Plot of populations z, y and z over time for the case bf = ag with a3 =
0.95, a2 = 0.90, a3 = 0.80 and h = 0.5.

In Figure 7, the phase trajectory of the fractional-order Lotka-Volterra
chaotic system is depicted for incommensurate order and parameters a =
1,b = 2,¢ = 5,d = 4,e = 3,f = 3,9 = 6 with the initial conditions
(x(0),y(0), 2(0)) = (0.5,1,2), for simulation time 40s and step size h = 0.1.
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Figure 7: Plot of populations z, y and z over time for the case bf = ag with a3 =
0.99, a2 = 0.95,a3 = 0.90 and h = 0.1.

(ii) The case where bf > ag

For the case where bf > ag, two eigenvalues for Fs are pure imaginary
initially-spiral stability corresponding with centre manifold in zy plane and
one negative real eigenvalue corresponding with stable one-dimensional in-
variant curve in z axis. Hence, the equilibrium point Es is locally stable
spiral sink. On the other hand, prey = and predator y persist and has popu-
lations that vary periodically over time with a common period. The solutions
are plotted in Figures 8 and 9 for commensurate order a; = a; = a3 = 1 and
parameters g = 0.88 with the initial conditions (z(0), y(0), z(0)) = (0.5, 1, 2),
for simulation time 100s and step size h = 0.1 and h = 0.5.
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Figure 8: Plot of populations x, y and z over time for the case bf > ag with a1 = ag =
a3 =1and h =0.1.
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Figure 9: Plot of populations x, y and z over time for the case bf > ag with a1 = as =
a3 =1 and h = 0.5.

Figures 10 and 11 depict the phase trajectory of the fractional-order
Lotka-Volterra chaotic system (3) for incommensurate order a; = 0.90,
ag = 0.80, ag = 0.70 and parameters g = 0.88 with the initial conditions
(2(0),4(0), 2(0)) = (0.5,1,2), for simulation time 100s and step size h = 0.1
and h = 0.5.
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Il Ry L n
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Figure 10: Plot of populations z, y and z over time for the case bf > ag with a1 =
0.90, 2 = 0.80, 3 = 0.70 and h = 0.1.
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Figure 11: Plot of populations z, y and z over time for the case bf > ag with a1 =
0.90, a2 = 0.80, a3 = 0.70 and h = 0.5.

(iii) The case where bf < ag

For the case where bf < ag, two eigenvalues for F5 is pure imaginary
initially-spiral stability corresponding with centre manifold in xy plane and
one positive real eigenvalue corresponding to unstable one-dimensional in-
variant curve in z axes. Hence the equilibrium point F5 is a locally unstable
spiral source. In this case, the prey x and top predator z can survive, growing
periodically unstable. On the other hand, predator y persists and has popu-
lations that vary periodically stable. The solutions for this case are shown in
Figure 12 for commensurate order oy = as = ag = 1 and parameters g = 1.6
with the initial conditions (z(0),y(0),z(0)) = (0.5, 1,2), for simulation time
50s and step size h = 0.1.
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Figure 12: Plot of populations z, y and z over time for the case bf < ag with a1 = ag =
a3 =1and h =0.1.

In Figure 13 the phase trajectory of the fractional-order Lotka-Volterra
chaotic system (3) is depicted for commensurate order a3 = as = ag =
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0.50 and parameters g = 1.6 with the initial conditions (z(0),y(0), z(0)) =
(0.5,1,2), for simulation time 50s and step size h = 0.5.

x(®), y(®, z(t)

t 600 W0 "

Figure 13: Plot of populations z, y and z over time for the case bf < ag with a1 = ag =
a3 = 0.50 and h = 0.5.

The solutions for this case are shown in Figure 14 for incommensurate
order and parameters g = 1.6 with the initial conditions (z(0),y(0), 2(0)) =
(0.5,1,2), for simulation time 50s and step size h = 0.1.
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Figure 14: Plot of populations z, y and z over time for the case bf < ag with a1 =
0.60, a2 = 0.50, a3 = 0.40 and h = 0.1.

In Figure 15 the phase trajectory of the fractional-order Lotka-Volterra
chaotic system is depicted for incommensurate order and parameters g = 1.6
with the initial conditions (z(0),y(0),z(0)) = (0.5, 1,2), for simulation time
50s and step size h = 0.5.
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Figure 15: Plot of populations z, y and z over time for the case bf < ag with a; =

0.8,aa = 0.6,z = 0.5 and h = 0.5.

In Table 1 for different step size h, the qualitative results, obtained by
NSFD scheme, of the fixed point Fy are respectively compared to classical
methods such as forward Euler and 4th order Runge-Kutta. From Table 1,
it follows that the CPU time of the method NSFD is less than the CPU time
of the forward Euler and Runge-Kutta methods. Also if step size h is chosen
small enough, the results of the proposed NSFD scheme are similar with the
results of the other two numerical methods. But if the step size h is chosen
larger, the efficiency of NSFD scheme is clearly seen.

Table 1: Qualitative results of the equilibrium point E» for different time step sizes, t=
0-200 for the case where bf = ag

h Euler CPU time Runge-Kutta CPU time NSFD CPU time
0.001  Convergence 0.016342 Convergence 0.032029 Convergence 0.000206
0.01 Convergence 0.014760 Convergence 0.028096 Convergence 0.000205
0.1 Convergence 0.013917 Convergence 0.027959 Convergence 0.000203
0.2 Divergence - Convergence 0.025959 Convergence 0.000202
2 Divergence - Divergence Convergence 0.000201
10 Divergence - Divergence - Convergence 0.000201

In Figure 16 the numerical solution of forward Euler and fourth order

Runge-Kutta methods are compared with NSFD scheme graphically.
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Figure 16: Numerical solutions for forward Euler and fourth order Runge-Kutta and
NSFD methods with A = 0.1 for the case bf = ag and a1 = a2 = a3 = 1.

7 Conclusion

In this paper, we study the fractional-order Lotka-Volterra model. The sta-
bility of equilibrium points is studied. Numerical solutions of these models
are given. The reason for considering a fractional order system instead of its
integer order counterpart is that fractional order differential equations are
generalizations of integer order differential equations. Also using fractional
order differential equations can help us to reduce the errors arising from the
neglected parameters in modelling real life phenomena.

We argue that the fractional order models are at least as good as integer
order ones in modeling biological, economic and social systems (generally
complex adaptive systems) where memory effects are important.
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Abstract

The wide variety of available interactive methods brings the need for cre-
ating general interactive algorithms enabling the decision maker (DM) to
apply freely several convenient methods which best fit his/her preferences.
To this end, in this paper, we propose a general scalarizing problem for multi-
objective programming problems. The relation between optimal solutions of
the introduced scalarizing problem and (weakly) efficient as well as properly
efficient solutions of the main multiobjective optimization problem (MOP) is
discussed. It is shown that some of the scalarizing problems used in different
interactive methods can be obtained from proposed formulation by selecting
suitable transformations. Based on the suggested scalarizing problem, we
propose a general interactive algorithm (GIA) that enables the DM to spec-
ify his/her preferences in six different ways with capability to change his/her
preferences any time during the iterations of the algorithm. Finally, a numer-
ical example demonstrating the applicability of the algorithm is provided.
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1 Introduction

The general goal of solving a multiobjective optimization problem (MOP) is
to support the decision maker (DM) seeking the most preferred solution of
many Pareto optimal solutions as the final one. Inasmuch as finding a most
preferred solution needs some extra information from the DM, interactive
approaches, based on the participation of the DM, have become popular.

In interactive methods, an iterative algorithm is proposed. Then, the
steps of the algorithm are repeated where at each iteration, some informa-
tion is given to the DM and he/she specifies his/her preferences. The process
is repeated until the DM is satisfied with regard to the obtained solution.
The benefits of using interactive approaches are that, the DM (7) does not
need to have any global preference structure, (i7) has the possibility of learn-
ing about the interrelationship between the objectives, (iii) can learn about
the feasibility of solutions during the solving process.

Heretofore, many interactive methods have been suggested in the litera-
ture [1,13,19,23,26,30,31]. As pointed out already, interactive methods are
very useful and realistic to solve an MOP. However, since there have been
many interactive methods available, it is not easy to choose an appropriate
method conveniently. Therefore, creating global algorithms with an ability
to accommodate different methods will be useful. By creating a global algo-
rithm, it is possible for the DM to select freely an appropriate method (and
the way of specifying preference information) as well as to switch between
methods. To this end, it is necessary to design a general scalarizing problem
yielding scalarizing problems used in different interactive methods.

Until now, some global algorithms have been proposed. For example,
Gardiner and Steuer [7,8] proposed a unified algorithm including nine to
thirteen different methods. Romero [27] presented another general optimiza-
tion structure, called extended lexicographic goal programming. Moreover,
Vassileva [32] suggested a general scalarizing problem which incorporates
different scalarizing problems. More recently, based on a global formulation
(GLIDE), Luque et al. [21] proposed a global procedure which accommodates
eight interactive methods of different types. Nevertheless, their formulation
is unlikely to consider the computational efficiency, therefore Ruiz et al. [28]
improved the computational efficiency of GLIDE by reformulating it.

In some of the mentioned publications, the authors have provided theo-
rems concerning (weak) efficiency of the optimal solutions of their proposed
general scalarizing problems [21,28,32] and as far as we know few results
related to proper efficiency have been provided. Now, in this paper we sug-
gest a general scalarizing problem which not only considers computational
efficiency by reducing the number of added constraints, but also provides
theorems concerning (weak) efficiency as well as proper efficiency of its op-
timal solutions. The provided results are established without any convexity
assumption. Also, by setting suitable values for parameters and index sets of
the proposed general scalarizing problem, we obtain many known scalarizing
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problems. Based on the mentioned problem, we propose a general interactive
algorithm (GIA) to solve a given MOP, subsequently. In this algorithm, the
DM has the ability to specify his/her preference information in six different
ways.

The rest of this paper is organized as follows: Section 2 contains some
preliminaries and basic definitions. In Section 3, we propose our general for-
mulation and obtain some theorems. Section 4 gives some scalarizing prob-
lems used in different interactive methods which can be obtained from our
general formulation. Section 5 contains our proposed interactive algorithm.
In Section 6, some computational and theoretical advantages are mentioned.
An example is presented in Section 7 and finally, in Section 8 conclusions are
given.

2 Preliminaries and basic definitions

A general multiobjective optimization problem can be written as:

(MOP) min f(x) )

st. xeX,
where X C R™ is a nonempty compact set, and f(x) = (f1(x), f2(X), ..., fp(x))T :
X — RP is a vector-valued function.

The set of all attainable outcomes or objective vectors is defined as the
image of the feasible solutions x € X under f. In fact Y := f(X) C RP.
For y! and y2 € RP, y! < y2? means that y! < y?, for each i = 1,--- ,p,
also y! < y2 stands for y! < y? and y' # y2. Furthermore, y! < y?
means that y! < y?, for each i = 1,...,p. The Pareto cone is defined as
R? ={y € R? :y 2 0}. RY and R are defined, similarly. In this paper, we
shall assume that Y := f(X) is bounded.

Definition 1. A feasible solution & € X 1is called:

(i) weakly efficient (weakly Pareto optimal) solution to MOP (1) if there
is no other x € X such that f(x) < f(Z),

(i) efficient (Pareto optimal) solution to MOP (1) if there is no other x €
X such that f(x) < f(),

(iii) properly efficient (properly Pareto optimal) solution to MOP (1) if it is
efficient and there exists a real positive number M such that for each
i€{1,2,...,p} and each x € X satisfying f;(x) < fi(X), there exists
an index j € {1,2,...,p} with f;(%x) < f;(x) and

fi(%) — fi(x)

MCE G
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The set of all weakly efficient, efficient, and properly efficient solutions
of MOP (1) will be denoted by Xw g, Xr and Xpg respectively. The image
f(x) € Y of an (weakly, properly) efficient solution x € X, is called (weakly,
properly) nondominated point.

Remark 1. Obviously, Xpr C Xg C A g.

Remark 2. In this paper, we use definition of proper efficiency in the sense
of Geoffrion [9]. There are other definitions of proper efficiency which are
almost the same when using the Pareto cone as the order cone. For consid-
ering relationships between different definitions of proper efficiency one can
refer to [4].

Definition 2. The ideal point y' = (yf,... ,y{)) of MOP (1) is defined by
sz = minxGXfi(x)ai = 17 Y 2

Definition 3. The point yY := y! — a, where a € RL is a vector with small
positive components, is called the utopia point of MOP (1).

Definition 4. The nadir point yN = (yi¥, ... ,yi)v) of MOP (1) is defined by

yzN = maxxGXEfi(X)vi =1,---,p.

Definition 5. The vector § = (41,...,9p) € RP, consisting of the desired or
aspiration values to the DM, is called a reference point. It should be noted
that reference point may be achievable or not.

One of the most popular approaches to solve a given MOP is scalariza-
tion, which involves formulating a single objective problem associated with
the given MOP. Let us consider a single objective programming problem as
follows:

min g(x)
st. xe€ S8,

(2)

where g : S — R.

Definition 6. A feasible solution X € S is said to be
(1) an optimal solution of problem (2) if g(x) < g(x) for allx € S,
(1) a strictly optimal solution of problem (2) if g(X) < g(x) for allx € S\{x}.

3 A general scalarizing problem

In this section, we propose a general scalarizing problem associated with MOP
(1), which is defined such that many scalarizing problems, used in different
interactive methods, can be deduced from it by selecting suitable values of
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parameters and index sets. The general scalarizing problem is proposed as
follows:

p
min mfﬁ( /\i-C (fz(x) — rf + pzwf(ft(X) - Tf))
1€ 1 t=1
(3)
i < oF Vielb,
s.t. xex.

where AF >0, p >0, 6%, r¥ and w} > 0 are parameters specified depending
on the information given by DM. Also, IF # () and I¥ are index sets, which
are subsets of {1,--- , p}. Notice that hereafter, we make the assumption that
on the proposed scalarizing problem, the parameters 6¥,i € I§ are selected
such that problem (3) remains feasible. Let k be the current iteration. Then,
the optimal solution obtained from scalarizing problem (3) is defined by x**!
and the corresponding objective vector by f(x*+1).

According to [14, p. 305], or [23, p. 97], if we replace the max term by a
new variable z € R, then problem (3) is equivalent to the following scalarizing
optimization problem:

min z

p
A (fi(X) — 7+ prf(ft(x) - rf)) <z Viell,
s.t. t=1
fix) < 6F Vi e 1%,
xe &,

Notice that the scalarizing problem (3) is nondifferentiable, even if the main
MOP (1) is differentiable (i.e., the objective functions and constraint func-
tions are differentiable). Therefore, if the original MOP is the differentiable
we propose to use formulation (4) since it preserves differentiability. In this
case, the scalar optimization problem (4) can be solved with standard meth-
ods of (non)linear constraint optimization or using available single objective
solvers. However, if the original MOP (1) is nondifferentiable, both scalarized
problems (3) and (4) are nondifferentiable, too. In this case, the scalarized
problem (3) is recommended since it has a reduced number of constraints.

It should be noted that, unlike the formulations proposed in [21,28], the
bounds on trade-offs generated by the suggested formulation are independent
of parameters \;. For more details about bounds on trade-offs see [17,18].
So far, many authors have provided theorems concerning weak efficiency and
efficiency of the optimal solutions of the scalarized problems used in the
interactive methods. Now, we prove some general theorems concerning weak
efficiency, efficiency, as well as proper efficiency of (strictly) optimal solutions
of problems (3) and (4). It is important to point out that the following
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theorems are general and many theorems concerning (weak, proper) efficiency
[4,23] can be resulted from them. Moreover, the theorems are provided with
no convexity assumption. Since problems (3) and (4) are equivalent, we only
provide theorems for the first one.

Theorem 3. Let \F > 0 Vi € IF. If ***1 € X is an optimal solution of
problem (3), then X**1 is a weakly efficient solution of MOP (1).

Proof. Let x**1 € X be an optimal solution of problem (3) and suppose that
%k+1 ¢ Xy p. Then, there exists x € X such that f(x) < f(x**1). Therefore,
fi(x) < fi(xkh) < 6’“ Vi € I¥, which means x € X is a feasible solution for
problem (3). Also, we have

filx) = rf < fiE*Y) —of Vie Iy,

and
P p
pY wi(filx)—rf) Z XML — ).
t=1 =1
Therefore,
P
max A (fi(x5) = 7k 4 p 3wl (&)~ rh)) >
ier t=1
max Af (fz( -7 +Pzwt fr(x —Tt))
i€ly t=1
which is a contradiction with optimality of #*+!. Thus, X**! € Xy . O

In the following theorem, utilizing the general formulation (3), a sufficient
condition for efficiency is provided.

Theorem 4. If X**1 € X is a strictly optimal solution of problem (3), then
xht1 e Xg.

Proof. The proof is similar to that of Theorem 3. O

It is found out from part (i) of Definition 1, that in an efficient solu-
tion it is not possible to improve any criterion without deterioration of at
least one other criterion. Sometimes, these trade-offs may be unbounded and
it is obvious that efficient solutions with bounded trade-offs (called prop-
erly efficient) are desirable. Until now, many scholars have considered rela-
tionships between optimal solutions of the scalarizing problem used in their
proposed interactive methods and (weakly) efficient solutions of the related
MOP [21,28,32], but there are fewer results concerning proper efficiency. In
the following theorem, we provide a sufficient condition concerning properly
efficient solutions of MOP (1).
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Theorem 5. If X**1 € X is an optimal solution for problem (3) with \F >
0Vie Il p>0and w* € R, then x**! € Xpp.

Proof. We show that £t € Xg. Let x**! ¢ Xp. Then, there exists x € X
with f;(x) < f;(xF*1), Vi € {1,--- ,p} and f;(x) < f( k+1) for some j €
{1,---,p}. Hence, fi(x) < f;(x**1) < 6k Vi € I%. Thus, x € X is a feasible
solution of (3). Using the assumptions and the definition of efficiency, it
follows that:

P
max A (fi(x54) = 7k 4 p 3wl (x) = o)) >

k
el =1

rréa}gx\ ( ) =7} +pzwf felx *n))
This is a contradiction with optimality of 2**1 and therefore 2! € Xp.
Now, we show that 2**! is a properly efficient solution to MOP (1). To this
end, we define:

and consider an index i € {1,---,p} and X € X such that f;(X) < f;(2**1).
To prove the proper efficiency of ##*!, we must show that there exists an
index j € {1,2,...,p} with f;(X**1) < f;(X) such that

Si%) = fi(%)

- < M.
73(8) — J; &)
From efficiency of #¥*1, we conclude that there exists an index t € {1,--- ,p}
such that f,(xF*1) < ft( ). We define
HET &) = min (fn&ZH) = fn(X). (5)

me{l,--,p}

It is obvious that f;(X**1) — f;(X) < 0.
Moreover, optimality of #¥+! for problem (3), concludes

maX)‘m(fm( )—T —i—prt fi(x _Tt)) >

melp Py
max A, ( k'H 7“ + wy k“ —rk >
mely fm( pz t)

Now, let

)‘l(fl( -n +Pzwt fe(x _Tt)) =

t=1
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P
max A, (fm(i) — o+ p;wf(ft(i) - rf))-

mEI{C
Hence,
p
NG =+ p Y wh(u(®) — 7)) =
t=1
P
i A (£ (R5F) =l 0 DDl = 11)) >
N(AGE) =7 oD wk (&) — b))
t=1
Then,
0> (&) = [i(R) +p Y wl (£EH) — £(X). (6)
t=1

Now, from (5) and (6), we have:

0> (f&*) = f5R) +p Y wi (&) = fi(%)).

t=1

That is,

pul (REH) = ) < )~ HE) + 9D b () - HE) <
=

(L+p Y wi)(f(®) — f;(ZH).

=1
i
Hence . .
N _ 1+ L, w
SiZxF) — fi(%) N pzfﬁ;ﬁ% K <M
fi(®) = f(xEH) pwf T
which completes the proof. O

It should be noted that, using suitable values for parameters in (3), we can
provide necessary conditions related to (weakly, properly) efficient solutions
of MOP (1). For example, if we choose I¥ = {1,--- ,p}, I¥ =0, vk =4V
and wF = 1Vi € {1,...,p}, then we have the modified weighted Tchebycheff
method [15] and, by Theorem 4.2 in [16], for every properly efficient solution
of MOP (1) we can find suitable parameters \¥ > 0, Vi € {1,---,p} and
p > 0 such that this properly efficient solution be an optimal solution of (3).
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4 Achieving different scalarizing problems from the
general formulation

The general formulations (3) and (4) are generalizations of already known
scalarizing problems. In this section, we are going to show that how many
famous scalarizing problems (used in different interactive methods) can be
attained from (3) and (4) by choosing appropriate values of parameters and
index sets. We obtain the scalarizing problems from (3). By a similar method
it is possible to obtain them from (4).

4.1 GUESS method and STOM

The GUESS method is one of the simplest interactive methods, proposed by
Buchanan [2]. In this method, the DM has to determine the components of
the reference point (y¥) as preference information. At the kth iteration, the
scalarizing problem used in this method is formulated as follows:

: filx) —gf
min max N -k
i=1,...,p Y —Y; (7)
st. xeX.

Notice that the reference vector specified by the DM, must be strictly lower
than the nadir objective vector, that is, ¥ < y™N. This scalarizing problem
can be achieved from (3) by considering the following replacements:

(1) If ={1,...,p} and I¥ = 0;

(2) wf:(),)\f:ﬁ,andpzo;

B3) rf=gFandi=1,...,p.
The satisficing trade-off method (STOM) [24] can be obtained from (3), simi-
lar to the GUESS method, by setting \F = gkiyg and ¥ =y¥ (i=1,...,p).
Other parameter values and index sets are the same as those of GUESS
method. In this method, ¥ must be chosen such that ¥ > yY.

4.2 Reference direction approach

In this method, a vector from the current iteration point to the reference
point (a reference direction) is projected onto the efficient set [20]. To obtain
the points along the reference direction at the kth iteration, the following
scalarizing problem needs to be solved:
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. —(fF k
min max 1) (fZ + tdl)
S i (8)
st. xe kX,

where, f* is the current nondominated objective vector, d* = §* — f¥, t has
different discrete nonnegative values, and p is a weighting vector that can be
either a reference point presented by the DM or defined as yN — yY. This
problem can be obtained from (3) by considering the following replacements:

(1) IF ={1,...,p} and I¥ = 0;

(2) wF=0, =1L and p=0;

m

(3) rf:fik—&—tdf andi=1,...,p.

4.3 Step method

The step method is one of the first known interactive methods [1]. Eschenauer
et al. [6] extended this method to nonlinear problems. In this method, based
on the current objective vector (f*), the DM can improve some unacceptable
objective functions f; (i € JJ) by relaxing some other objective function(s)
fi (i € J¥) such that JF U JY¥ = {1,...,p}. In this regard, the DM must
specify upper bounds ¥ > fF for functions f; (i € J§). In this case, the
scalarizing problem is formulated as follows:

min maxp (%(ﬁ(X) - yzl))

1=1,..., j=1€j
filx) < fF Vi e Jy, (9)
s.t. fi(x) <&k Vi e Jk,
x€eX,
N I
where e; = 2 (Y5%), i =1,...,p (the denominators are not allowed to be

zero). We can obtain (9) from (3) using the following replacements:
(1) I¥ ={1,...,p} and I¥ = JF U J};

(2) wk=0,Vie{l,....p} , \f = <&—Vie {l,...,p} and p = 0;

Z§=1eﬂ'
(3) rF =yl Vie {1,....p}

(4) 6% = fF for i € JF and 6F = ¥ for i € J§.
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4.4 SPOT method

In the SPOT method, given the current objective vector f*, the DM is asked
to select a reference objective function f; and then compare each objective
function f; (¢ = 1,...,p, @ # 1) with f; by providing the marginal rates
of substitutions (MRSs) mF, (i = 1,...,p, i # 1) [29]. The MRSs can be

k
approximated as mf, =~ 2;’,9, i = 1,...,p, where AfF is the amount of

improvement, provided by the DM, on the value of the objective function f;
that can exactly compensate for the given amount A fl’c to be deteriorated
of the reference objective f;. The intermediate single objective optimization
problem, used in this method, can be formulated as follows:

min  fi(x)

L R0 S sl —m) vie kit ()
Tl x e,

where i # 1 are K.K.T multipliers, corresponding to the current non-
dominated objective vector [21] and several values for « are set and in this
way different solutions are obtained. This problem is achieved from (3), by
considering the following transformations:

(1) 1 = (1} and 1§ = {1,....,p}\{1)
(2) AF=1,p=0and rf =0;

(3) oF =fF+a(ul —mk),i=1,...,pand i #L

4.5 Modified reference point method

This method is an interactive reference direction method for solving convex
nonlinear integer problems [31]. Here, the DM is asked to set his/her pref-
erences as aspiration levels of the objective functions at each iteration. Let
JF be the set of indices of the objective functions which the DM wants to
improve and J§ denotes the set of indices which can worsen and J§ contains
the indices that are satisfactory to the DM. The scalarizing problem used in
this method is formulated as follows:

filx) =gk fi(x) — f}“}
R
y {fi(x) < fF vieJk

xe X,

min max {
i€JF, jeJk
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where the denominators must be positive. By the following replacements,
problem (11) can be resulted from (3):

(1) I¥ = JF U J§ and 1} = J¥;
(2) wF = 0, )\f:ﬁweﬁ, Af:ﬁWeJ&,pz()and

(3) rF =gk viec JF, rF = fFViec J§ and 6F = fF Vi € JL.

4.6 RD method

The reference direction (RD) method was proposed in [25]. At the kth itera-
tion, the DM is asked to specify a reference point §*. Specifying a reference
point is equivalent to classifying the objective functions in three classes Jf |
J¥ and J¥. where these index sets are the same as those defined before. The
scalarizing problem related to the RD method is as follows:

. fi(x) - fzk
min max
iesk  fF—yk
fi(x) < fF Vi€ J¥, (12)
st fi(x) <yl +alff —yg))  VieJy,
xeX,

where 0 < a < 1 and the denominators must be positive. The general
formulation (3) can be transformed to RD problem (12) by the following
replacements:

(1) I¥ = J¥ and I} = J¥ U Jk;
(2) wszVie{l,...,p},)\f:ﬁwet}f and p = 0;

(3) rk = fhvi e JF, oF = fF Vi€ J¥ and 6F = gF + a(fF — yF) Vi € J.

4.7 e—Constraint method

In this method, one of the objective functions is minimized, while the other
objectives are transformed into constraints by setting an upper bound [4,23].
The problem to be solved has the following form:

min i (x)

y fix)<ey vie{l,...,phi#l, (13)
o xeX.
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By the following transformations, problem (13) can be attained from (3):

(1) If = {1} and I3 = {1,...,p}\{I};
(2) A\F=1, p=0, rF =0, 6;-“:6?, j=1,...,pand j #1.

4.8 The weighted sum method

In this method, a weighting coefficient is associated with each objective func-
tion and then the weighted sum of the objectives is minimized [4,23]. Ac-
cordingly, solutions are obtained by solving the following problem:

min 3 W)
2 (14)

st. xek,

with u¥ > 0Vi € {1,...,p} and >.0_, u¥ = 1. By the following replacements,
we can obtain this problem from (3):

(1) If = {I}, where [ is an index with uf # 0 and I§ = ();

k k
(2) Afz%,pz%,w?zuf%#l, wy =4 and r¥f =0Vie {1,...,p}.

4.9 Hybrid method

The hybrid method is a combination of the weighted sum method and the
e—constraint method [4,23]. This problem has the following form:

P
minZuffi(X)
=t _ (15)
ot fj(x)gsf, Vie{l,...,p},
Clxea,
where pf > 0 Vi, Y0 puFf =1 and * = (¢f,...,€f) is an upper bound

vector. One can find this problem from (3) by the following transformations:
(1) IF = {1}, where [ is an index with uf # 0 and I} = {1,...,p};

k k
(2) )\f:%,pzﬁ,w?zuf%#lamdwl’“:%’;

(3) r¥F=0and 6F =¢F, Vie {1,...,p}.
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Remark 3. Using similar procedure, we can obtain some other single ob-
jective problems used in different interactive approaches. For example, the
intermediate problems of the interactive surrogate worth trade-off (ISWT)
method [3] and the PROJECT method [22] can be obtained easily from our
formulations. In addition, the weighted Tchebycheff scalarizing problem [4]
and the modified weighted Tchebycheff problem [15] are resulted from the
proposed general scalarizing problem.

5 General interactive algorithm

Based on the general formulations given in Section 3, we present a general
interactive algorithm (GIA). The proposed algorithm allows the DM to spec-
ify his/her preference information in six different ways. Moreover, he/she
will be able to change his/her preference information in each iteration. In
addition to widely used ways (reference point specification, classification of
the objective functions, and specification of marginal rate of substitution) for
specifying preference information ( [21,28]), GIA allows the DM to specify
his/her preferences as criteria weights, e—constraint (choosing a reference ob-
jective function and setting upper bounds for the other objective functions),
or criteria weights and upper bounds for objective functions, simultaneously.
The main steps of the GIA are given in Algorithm 1.

As pointed out in Step 4, the values of parameters and index sets depend
on the type of preference information given by DM in Step 3. For example, if
DM specifies his/her preferences as reference point, we should set parameters
and index sets in (3) or (4) so that one of the reference based on scalarizing
points problems (see, for example, (7) and (8)) be attained.

6 Computational and theoretical advantages

The GIA and the proposed scalarizing formulation has a number of potential
advantages both in theoretical and computational points of view. Here, we
indicate only some key potential advantages, with special attention to those
not shared by other competing algorithms.

(a) Taking the special characteristics of the problem into account, GIA
allows using more efficient optimization methods. In the first step of
the GIA, the type of problem (differentiable or nondifferentiable) is
specified. This step provides some advantages. For example, if the
proposed problem is differentiable, corresponding scalarizing formula-
tion preserves differentiability and can be solved using available single
objective solvers. On the other hand, for a nondifferentiable problem,
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Algorithm 1. General interactive algorithm (GIA)

Step 1-
Step 2-

Step 3-

Step 4-

Step 5-

Step 6-

Determine type of the MOP being solved (differentiable or nondifferentiable).
Compute ideal and nadir points. Set k = 1. Determine an initial solution (can be
specified by the DM or by solving an arbitrary scalarizing problem). Denote this
initial solution by %X* and corresponding objective vector by f(%*). If the DM is
satisfied with this solution, go to Step 6.

Ask the DM to provide his/her preference information based on f(%*). The DM
can specify his/her preference information in one of the following ways:

3.1. Specifying the desired objective function values as components of the reference
point (gf, i=1,...,p);

3.2. Classifying the objective functions into two classes J{“ and J§ or three classes
Jf s J§ and Jzﬂf, described in the text;

3.3. Specifying the marginal rates of substitutions (MRSs);

3.4. Determining the criteria weights;

3.5. Providing preferences with the help of e—constraint;

3.6. Defining preferences with the help of criteria weights and selecting the upper
bounds for all objective functions, simultaneously.

Based on the preference information, given by the DM in Step 3, set appropriate
values for parameters and index sets in formulation (3) (for nondifferentiable MOP)
or formulation (4) (for differentiable MOP), and solve it.

Present the obtained (weakly, properly) efficient solution(s) and the corresponding
objective function vector(s) to the DM. Let DM chooses one of them. In this case,
different states can occur:

5.1. If the DM approves this solution as the most preferred one, denote this solution
by %**! and go to Step 6.

5.2. If the DM wants to obtain other solutions with the same preference informa-
tion, go to Step 4. Note that, in this case, Step 4 should be executed with
other values for parameters and index sets.

5.3. If the DM wants to provide new preference information, denote this solution
by x¥*1 set k := k + 1 and go to Step 3.

Stop.
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corresponding scalarizing formulation (3) has a reduced number of con-
straints which causes a decrease in solving time.

Unlike the algorithms proposed in [21,28,32], the GIA allows the DM to
specify his/her preference information in six different ways. Since the
satisfaction of DM is an important factor in the interactive algorithms,
this aspect of the GIA will increase the satisfaction of DM.

To propose a general algorithm for solving an MOP, it is necessary to
convert the MOP problem to a general scalarized problem with per-
haps some additional constraints. It is obvious that the number of
constraints added to the general scalarized problem has a major effect
on the computational time. In Table 1 (for nondifferentiable MOPs)
we compare the number of constraints added to the suggested gen-
eral formulation (3) with those added to some general formulations as
GLIDE [21], GLIDE-II [28] and GENWS [32].

Table 1: Number of additional constraints in each formulation (in nondiffer-

entiable case)

Methods GENWS GLIDE | GLIDE-II nondiff Our formulation

GUESS card(JF) 2p 0 0
Reference direction approach - - 0 0
STOM p - 0 0

SPOT — 2p p—1 p—1

Modified reference point card(J¥) + card(]é“) - card(]ff) cm'd(]é“)
RD — — - card(J5) + card(J¥)

e— constraint - - - p—1
Weighted sum — — 0 0
Hybrid - - - p

ISWT - - p—1 p—1
PROJECT — 2p 0 0
Weighted Tchebycheff — — 0 0

(d)

One of the most important theoretical advantages of the proposed gen-
eral formulations is that, Theorem 5 enables us to provide results con-
cerning proper efficiency. Unboundedness of the trade-offs means, prac-
tically, ignoring at least one of the objective functions when the DM
wants to improve another objective function, which is not satisfactory
to the DM. Since properly efficient solutions have bounded trade-offs,
the DM can improve some unacceptable objective functions with no
concern.

All the provided theorems where established without convexity assump-
tions. In fact, the main MOP can be convex or nonconvex.

7 A numerical example

In this section, we illustrate the procedure mentioned in the GIA on an
engineering example of designing a four-bar plane truss, studied in [5]. This
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problem, has two conflicting objective functions. We should minimize the
volume of the truss (f1), and its joint displacement (f2), subject to given
physical restrictions on the feasible cross-sectional areas x1, z2, x3, and x4 of
the four bars. The stress on the truss structure is caused by several forces of
magnitude F, and 2F. The length L of each bar and the elasticity constants F
and o of the materials involved are modelled as constants. The mathematical
model of this example is as follows:

Minimize{fl (x) = L(2z1 + V2xs + V23 + Z4),

FL, 2 22 2v2 1
fa(x) = E(Jﬁ+;2f;3[+w4)}
L<m <3
st V2(E) <oy <2F
O V2(5) <as <3
L <oy <38
where, the constant parameters are chosen as F' = 10 kN, E = 2 X

10° kN/em?, L =200 em and o = 10 kN/em?.

The ideal and nadir values for objective functions of this problem are
obtained as y! = (y,yd) = (1400, —5.7191 x 107%) and yN = (yV,9Y) =
(3.4971 x 10%,0.0406). Now, based on the GIA, at first, we should find an
initial solution. To this end, the e—constraint scalarizing problem (13) is
used, which can be obtained from the proposed formulations by parameters
and index sets given in Subsection 4.7, with [ = 2 and ¢; = 1800. By solving
the obtained problem, we find (1.3906, 1.9963,1.4142,1.3957) for variables,
and (1800,0.0157) for objective functions. As it can be seen, the values
of the objective functions are between ideal and nadir values. Let &' =
(1.3906, 1.9963, 1.4142,1.3957) and f(&') = (1800, 0.0157) are shown to DM.

Suppose, the DM wishes to express his/her preference information as the
reference point ' = (y1,73) = (1600,0.01). Based on this preference given
by DM, one of the reference point based scalarizing problems can be selected.
Here, we set parameters in our formulation, such that the GUESS scalariz-
ing problem is obtained, and by solving it, (1.4613,2.0666,1.4142,1.4613) is
obtained for variables and (1861.3,0.0142) is attained for the objective func-
tion values. At this iteration, the volume of the truss has increased and its
joint displacement has slightly decreased. Now, assume that the DM wants
to change the type of his/her preference information. According to Step 5 of
the GIA, set &2 = (1.4613,2.0666,1.4142,1.4613), f(#2) = (1861.3,0.0142)
and k = 2. Now, Step 3 is executed.

Assume that the DM wants to classify the objective functions in two
classes J? = {1}, and JZ = {2}. This means, the DM wants to improve f; by
somewhat relaxing fo. Assume that the DM gives us 2 = (1500, 0.03). Now,
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the RD scalarizing problem is used with @ = 0.5. By solving the problem,
(1.1876,1.6796,1.4142,1.1876) is obtained for variables and (1587.6,0.0221)
is attained for the objective functions. Assume that the DM wants to provide
new preferences by selecting weights for the objective functions. To this
end, let 2% = (1.1876,1.6796, 1.4142,1.1876), f(23) = (1587.6,0.0221), and
k = 3. Then, Step 4 is executed by (w},w3) = (2, 1) as weights given by
the DM. By solving the weighted sum problem (14), (1,1.4142,1.4142,1) is
obtained for variables and (1400, 0.03) is obtained for the objective values. As
it can be seen, the volume of the truss is in its ideal value, and this satisfies the
DM. It is important to point out that by Theorem 5, the obtained objective
vector is a properly nondominated point.

8 Conclusions

In this article, we suggested a general scalarizing formulation to obtain a
global interactive algorithm for multiobjective optimization problems. We
proposed the formulation in two versions; one of them for differentiable and
the other for nondifferentiable MOPs. By selecting suitable values for pa-
rameters, we proved that optimal solutions of the suggested general scalar-
izing problem are (weakly, properly) efficient solutions for the main mul-
tiobjective problem. Moreover, it was shown that many scalarizing prob-
lems used in different interactive methods as GUESS, reference direction
approach, Step, STOM, SPOT, modified reference point, and RD methods
can be obtained from the proposed general formulation, by selecting suitable
transformations. Some of the popular scalarizing problems such as, weighted
sum, e—constraint, and hybrid problems derived from our general scalarizing
problem. In addition, we proposed a general interactive algorithm. In the
proposed algorithm, the DM could express his/her preference information in
six different ways, and based on the kind of information given by the DM,
a suitable scalarizing problem, by selecting appropriate values for parame-
ters and index sets in the general formulation, was selected. Finally, by a
numerical example we illustrated that how the proposed general interactive
algorithm can be used.

However, for the future investigation, developing a software based on the
suggested general interactive algorithm can be worthwhile. Also, proposing a
general interactive procedure for approximate efficient solutions of an MOP
can be worth studying. To this end, studying three recently published papers
by Ghaznavi-ghosoni’ and Khorram [10], Ghaznavi-ghosoni et al. [11] and
Ghaznavi [12] is recommended.

1 Previous name of the first author
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A nonmonotone trust-region-approach
with nonmonotone adaptive radius for
solving nonlinear systems

K. Amini, H. Esmaeili and M. Kimiaei

Abstract

This paper presents a trust-region procedure for solving systems of non-
linear equations. The proposed approach takes advantages of an effective
adaptive trust-region radius and a nonmonotone strategy by combining both
of them appropriately. It is believed that selecting an appropriate adaptive
radius based on a suitable nonmonotone strategy can improve the efficiency
and robustness of the trust-region framework as well as can decrease the com-
putational cost of the algorithm by decreasing the number of subproblems
that must be solved. The global convergence to first order stationary points
as well as the local g-quadratic convergence of the proposed approach are
proved. Numerical experiments show that the new algorithm is promising
and attractive for solving nonlinear systems.

Keywords: Nonlinear equations; Trust-region framework; Adaptive radius;
Nonmonotone technique.

1 Introduction

In this paper, we consider the nonlinear system of equations
F(z)=0, z€R", (1)

where F' : R™ — R” is a continuously differentiable mapping in the form
F(x) == (F(x), Fy(x), -, Fy(z))T. If F(x) has a zero, then the nonlinear
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system (1) is equivalent to the following nonlinear unconstrained least-squares
problem
win. f(z) == §|F(z)]? o)
s.t. x € R™,

where |.|| denotes the Euclidean norm. The trust-region frameworks for
solving system of nonlinear equations (1) are a popular class of iterative
procedures that in each iteration generate a trial step di by computing an
exact or approximate solution of the following subproblem

min mk(xk + d) = %HFk + Jde2 = fr + dTJEFk + %dTJ,?J;@d (3)
st deR™and ||d]| < Ag.

where fi, = f(xy), Fr := F(xy), Ji, :== F'(z), Jacobian of F(z), and Ay, > 0
is trust-region radius. The ratio
fe — fl@g + d)

= my (k) — me (e + di)’ @

plays a main role in trust region frameworks. Obviously, the model matches
the original problem at the current iteration z; whenever ry is sufficiently
close to 1. Then the agreement is weak or there is no agreement whenever
rE is near zero and there is not agreement when 7y is negative. Generally,
if ri is greater than a positive constant u, the trial step di will be accepted
and leading to xx41 = xr + di. In this case, it is safe to increase trust
region radius in the next iteration. Otherwise, the trust-region radius should
be shrunk and the subproblem (3) will be solved again to possibly find an
acceptable trial point in the sequel of the process.

It is known that the traditional trust-region framework has some draw-
backs: a) the very small trust-region radius Ay, increases the total number
of the iterates, b) the remarkably large trust-region radius Ay increases the
total number of solving subproblems, c¢) ratio (4) does not suffice to cre-
ate the agreement between the quadratic model and the objective function
in trust-region methods leading to increasing computational cost. Using the
adaptive radius is an appropriate idea to overcome drawbacks (a) and (b). As
a result, many researchers have investigated on finding the best trust-region
radius Ay, but no one has actually claimed a general rule for generating
the trust-region radius. Therefore, in order to decrease the total number of
solving subproblems for an arbitrary problem, some adaptive processes de-
termining the radius have been proposed, see [3,33,45]. For example, Zhang
and Wang [44] proposed an adaptive radius by

Ap = ||yl

where 0 < ¢ < 1 and 0.5 < § < 1 are constant, also py is a non-negative
integer starting from zero. The major advantage of this method is that the
radius does not stay very large and therefore it is possible to prevent resolving
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the trust region subproblem. This proposal has some disadvantages: Firstly,
the sequence generated by this method is superlinearly convergent with the
convergence order 2§. Secondly, the efficiency of the numerical results is
largely dependent on the choice of §. Finally, this method cannot adequately
prevent the very small trust-region radius. To overcome these drawbacks,
Fan and Pan in [15] suggest that

Ay = P M| Fl],

where it is also another satisfactory radius with a constant M, an integer py,
and ¢ € (0,1). This choice for the trust region radius plays an important
role in proving the quadratic convergence and also prevents some deal from
introducing the intensely small trust-region radius. In this method, if || Fj]|
is very small, then the constant M must be chosen so large that the radius is
not too small. But for some problems in which || Fy|| is large, M || Fy|| will be
very large and the number of solving subproblems may be increased. Thus,
the amount of computation and the cost of solving problem will be increased.

One of the convenient ways to overcome the drawback (c), is the nonmono-
tone techniques that can improve the efficiency and the robustness of trust
region algorithms, especially when it is applied to highly nonlinear problems,
in the presence of narrow curved valley, see for examples [1,2,4,18-20,43,46].
Therefore, a nonmonotone strategy can be employed to increase the efficiency
of the proposed procedures.

Contribution. The primary goal in the design of the new method is de-
creasing computational cost by combining two nonmonotone techniques and
adaptive radius trust region. We hope that combining these two techniques
can improve numerical performance and efliciency of algorithm. We attain
this designed goal by building a new adaptive radius based on nonmonotone
technique. The global convergence to first-order critical points along with
g-quadratic convergence are being established. The numerical experiments
confirm the efficiency and the robustness of the proposed method for solving
systems of nonlinear equations.

Organization. This paper is organized as follows: The structure of
algorithm will be described after a new adaptive trust-region radius and a
nonmonotone technique are proposed in Section 2. In Section 3, we will inves-
tigate the global convergence and the quadratic convergence rate of the new
algorithm under some suitable assumptions. Numerical results are reported
in Section 4. Finally, we end up the paper by some conclusive remarks given
in Section 5.
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2 Motivation and algorithmic structure

It is well-known that the traditional approaches in unconstrained optimiza-
tion generally use a globalization technique, like line search or trust-region,
to guarantee the global convergence of the algorithm. These globalization
techniques mostly enforce a monotonicity to the produced sequence of the
objective function values which usually causes a short step to be produced
and so a slow numerical convergence encountering highly nonlinear problems
in the presence of a narrow curved valley, see [1,2,4,9,18,43]. For example,
the traditional trust-region framework exploits the ratio (4) which leads to

Jr = fror1 = mp(zr) — my(xr + di) > 0.

This condition clearly implies that the sequence {fx} should be monotone.
In order to avoid this drawback of the Armijo-type line search globalization
techniques, a nonmonotone strategy was introduced by Grippo, Lampariello
and Lucidi in [18] for unconstrained optimization problems while they mod-
ified the Armijo condition by the following condition

flar + owdy) < fug) + Songl di, (5)

where 0 € (0,1), g := V f(xy), the gradient of f(x) in zy, and

fl(k) — OS%%Z((k){fkij}’ keNU {0}7 (6)
in which m(0) := 0 and 0 < m(k) < min{m(k —1) +1, N} with N > 0. The
theoretical and numerical results have shown that the proposed technique has
some remarkable effects and improves both the possibility of finding the global
optimum and the rate of convergence for algorithms. Motivated by their
work, Deng et al. in [9] made some changes in the ratio (4) which assesses
the agreement between the quadratic model and the objective function in
trust-region methods. In addition thy introduced the first nonmonotone trust
region algorithm. This idea was developed further by Zhou and Xiao [38,46],
Xiao and Chu [37] and Toint [35,36]. The most common nonmonotone ratio
is defined as follows:

o fiwy — [z + di) )

my () — me(zg + di)’

To overcome disadvantages (a) and (b), according to the proposed method
by Esmaeili and Kimiaei [11]. We define the new adaptive radius by

Ay i= " NF ), (8)

in which 0 < ¢ < 1, py is the smallest nonnegative integer p such that 7, > pu
and
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NF = max Fy_; ke NuU{0 9
= o _max {1 ), o}, )

in which m(0) := 0 and 0 < m(k) < min{m(k — 1)+ 1, N} with N > 0.
The proposed adaptive trust region radius has some benefits. First, since
the sequence {NF,} is reduced slowly and is greater than the sequence
{||Fx||} (see (11)), it prevents introducing the intensely small trust-region
radius as possible and thus prevents increasing the total number of iterates.
Second, Due to the decreasing sequence {N Fy)}, A will not stay too large
and it prevents increasing the number of solving subproblems. Hence, using
controlling the radius of trust-region, the new method can prevent the pro-
duction of larger trial step near the optimizer and smaller trial step far from
the optimizer.

Our assumptions are identical to those utilized for the proposed approach:

(H1) The level set L(zg) := {z € R™ | f(x) < f(xo)} is bounded for any
given xy € R™ and F(z) is continuously differentiable on compact convex set
Q containing the level set L(zp).

(H2) The matrix {J;} is bounded and uniformly nonsingular on 2, i.e. there
exists constants 0 < My < 1 < M; such that

[Jkll < My and Mo||Fy|| < ||J) Fyl| Vk € NU{0}, (10)

(H3) The decrease on the model my is at least as much as a fraction of that
obtained by the Cauchy point, i.e. there exists a constant 5 € (0,1) such
that

_ JTF
my(z) — mi(zy + di) > B || I Ey|| mln{Ak, ”’;’“”} , (11)
|3 Tl

for all k € NU {0}.

(H4) J(z) is Lipschitz continuous in L(xg), with Lipschitz constant ~y,.

We now incorporate both of the two nonmonotone and adaptive radius
terms into trust-region and outline the subsequent algorithm:
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Algorithm 1 NATR (Nonmonotone Adaptive Trust-Region Algorithm)
Input: An initial point zg € R", ¢, € (0,1), N > 0, € > 0 and kmaz-
Output: zyp, fp;

1 Begin
2 Ao = ||Foll; fioy = 1/21FyoylI? 5 NFy(oy := || Foll; m(0) := 0; k :=0;
s While |[Fyl| > ¢ && k < kmas do

4 p:=0; 7 :=0;

5 While 7, < 1 do

6 specify the trial point di by solving the subproblem (3) ;
7 compute F(xg + dy);

8 flay +dg) := 1/2 ||F(xy, + di)[|%

) determine 7y, using (7);

10 If ), < i then

11 p+—p+1;

12 determine Ay using (8);

13 end

14 end

15 Ty1 = o +di; Fegr = F(@rg1); forr = f@pg1); Jorr = J(2pa1);
16 compute Ji 41 and let m(k + 1) := min{m(k) + 1, N};

17 calculate NF 11y by (9) and set fixi1) := 1/2NF12<k+1>;
18 select Apt1:= NFrq1);

19 k+—k+1;

20 end

21 @y = Tk; fo = fi;

22 end

In Algorithm 1, the cycle starting from Line 3 to Line 25 is called the
outer cycle, and the cycle starting from Line 5 to Line 14 is called the inner
cycle.

Remark 1. The inequality (11) is called the sufficient reduction condition,
see [32] and has been investigated by many authors when they extended some
inexact methods for solving subproblem (3), for example see [11,13-15]. For
global convergence purpose, it is enough to find a vector dy such that it gives
a sufficient reduction in the quadratic model my. Well-known convergence
results [31] show that the trial step dj is required to give a reduction in the
model my, that is at least some fixed multiple of the decrease attained by the
Cauchy step at each iteration.

Lemma 1. Suppose that (Hj) holds, the sequence {xy} is generated by Al-
gorithm 1 and dy is a solution of the subproblem (3) such that |F(zy) +
J(xp)dil| < ||F(zk)|l. Then, we have

|z + di) — my(zr + di))| < O(||di]?). (12)

Proof. See [9]. O
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The following lemma indicates that the inner cycle of Algorithm 1 termi-
nates in a finite number of inner iterates.

Lemma 2. Suppose that (H2)-(H4) hold and the sequence {xy} is generated
by Algorithm 1. Then, the inner cycle of Algorithm 1 is well-defined.

Proof. Assume that the inner cycle of Algorithm 1 cycles infinitely in the
iteration k, i.e., A} = PNFyy — 0 as p — oo, equivalently, for any n > 0,
we have A} < n for sufficiently large p. Using the fact that zj is not the
optimum of (2), we can conclude that there exists a constant e > 0 such that
| F|| > e. Without loss of generality, let 1 := %‘Jif. This fact along with (H2)

and (11) imply

» T . » I F
mk(ajk) —mk(xk +dk) > ﬁ”Jk FkH min<{ A

VA
. Mye
> ool min{ap 300
1

> BMye min{A}, n}
= BM()EAi,

where dj, is a solution of subproblem (3) corresponding to p in k-th iterate.
Now, Lemma 1 and (13) leads to

fe — f(ogp + d7) ‘ ’f $k+dp) my(zr, 4 dy)
mk(osk) mk(xk -+ d mk I’k mk(osk + dﬁ)

O(ldx1*) _ O((A%)?)

B ﬁMQEAi - 6M0€Az

—0, as p— oo.

Therefore, there exists a sufficiently large pi such that

fe — faxp +dir)
my(zy) — mu(og + ") —

Ty =

Besides, from the definition f;(), it is clear that fj) > fx. This fact along
with the previous inequality immediately implies 7, > 7, > © which means
that the inner cycle of Algorithm 1 stops and so Algorithm 1 is well-defined.

O

Lemma 3. Suppose that (H1) holds and the sequence {xy} is generated by
Algorithm 1. Then, for all k € NU{0}, we have x), € L(xo) and the sequence
{NFy} is decreasing and convergent.

Proof. Using the definition of N F,, we have

[ Fxll < NFyy.
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By induction, the result evidently holds for k& = 0 because NF) = | Fol|.
Assuming x; € L(xg) for i = 1,2,...,k, we show that z; € L(xg), for all
k € N. Tt can be seen

2
NFigy || Feqall®

5~ g = Jiey = frr > p(mp (o) — my(zx + di)) > 0,

SO
| Frrill < NFyy < || Foll-

Thus, the sequence {xj} is contained in L(zg). It will be proved that the
sequence { NF I k)} is a decreasing sequence. We consider two following cases:

i) k > N. In this case, we have m(k) = N. So, the definition of NFy,
along with this fact that || Fyy1]| < NFy) implies that

NFesry = max {[[Frer-jl} < max{ max {|[Fe—j[[} | Feall}
= max{NFy), [ Frs1ll} = NFi).
ii) k < N. In this case, we have m(k) = k. For any k, || Fg| < ||Foll,
NFyu = Fo, k.

These cases show that the sequence {NF,} is a decreasing sequence. Ac-
cording to assumption H; and xp € L(xg), one can see that the sequence
{NFyu)} is convergent. O

By Lemma 3 and since f(zy) = %||F(xx)||?, we can conclude that the
sequence { fyx)} is also decreasing and convergent.

3 Convergence theory

In this section, we provide the global convergence and g-quadratic rate of
results of the proposed algorithm.

Lemma 4. Suppose that {x} is the sequence generated by Algorithm 1.
Then, we have
lim NFy) = li F .
i Ny = Jim |15 ()
Proof. By Lemma 3.2 in [1] and f(zx) = ||F(xx)||?, we have
li = i .
m figy = lim £ (@)

This implies that
lim NFyg = lim [|F(a)].
k—o0 k—ro0
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O

In order to establish the global convergence of Algorithm 1, one needs to
establish the following results.

Lemma 5. Suppose that assumptions (H2) and (H3) hold, the sequence {xy,}
is generated by Algorithm 1 and dy, is a solution of the subproblem (3). Then,
we have

mi(k) — mg(wp + di) > Ly ||Fel?, (14)
where Ly, := BMymin {cpk %}

» M?

Proof. Using (H2) and (11), we have

_ T : [ 7 F||
my (1) — mi(vg + di) > B||Jj, Fi|| min § Ay, T2
75 T

. I E |
=muT&nmm{fwam
g WA

. Mo||F,
> 5ol min {7, ML
1

My
> BMo||Fy||” min < ¢, —
> Mol il min { e, 12

= Lyl Fxl?,
where L = SMymin {cpk, 247%} Therefore, the proof is complete. O

At this point, the global convergence of Algorithm 1 based on the men-
tioned assumptions can be investigated.

Theorem 6. Suppose that Assumptions (H1)-(H4) hold. Then, Algorithm
1 either stops at a stationary point of f(x) or generates an infinite sequence
{zx} such that
lim ||Fg|| = 0. (15)
k—o0

Proof. By contradiction, let there exists a constant ¢ > 0 and an infinite
subset K C N satisfying

|Fkl| > €, forall ke K. (16)
Using (16), 7% > p and Lemma 5, we can conclude that
fi—Fes1 = figey—F(zntdi) > plme(zr) —my(ze+de)] > pl|Fel|*Li > pe’Ly.

The left-hand side of above inequality tends to become zero when k goes to
infinity and therefore Lj tends to 0. This means that py — oo that clearly
is a contradiction with Lemma 2. Therefore, the hypothesis (16) is not true
and the proof is complete. O
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To establish the quadratic convergence rate of the sequence generated by
Algorithm 1, an additional assumption is required as follows (see [11, 14,15,
40,44)).

(H5) There exist constants ¢; > 1 and p; € (0, 1) such that
clle — x| < |[F(2)|| = [F(z) = F(zll, Vo€ N(z.,p1).
where z, is a solution of (1) and N (x4, p1) := {z| ||z — x| < p1}-

Remark 2. By (H1) and (H4), the objective function F'(x) is continuously
differentiable and J(x) is Lipschitz continuous. So, there exist two constants
i >0 and py € (0,1) such that

1F (@) = Fy) + J(@)(@ =)l <yelle—yl*, forall 2,y € N(z., p2).

For the purpose of our g-quadratic convergence, we simply choose p :=
minfps, po).
Theorem 7. Suppose that Assumptions (H1)-(H5) hold and the sequence
{zr} generated by Algorithm 1 converges to x.. Then, for k sufficiently
large, we have

Tpp1 = T + dy,

where dY is the solution of (3) corresponding to p = 0. Furthermore, the
sequence {xy} converges to . q-quadratically.

Proof. Let dg be a solution corresponding to px = 0 of the subproblem (3) ,
so dY is a feasible solution for (3). This along with Lemma 3 and Theorem 1

imply
[doll < A) = NFyy) =0, as k — oo. (17)

On the other hand, since py = 0 and My < 1 < M;, we obtain

BMg
Ly = .

(18)

Because of the fact that Algorithm 1 is not stopped, it is clear that we have
||F:]| > €. This fact together with Lemma 2, (17) and (18) suggests that

fu — flaw+dy) _1‘: mg(z + d)) — fa + d)
mp () — mg(xr + dY) M (z) — mg(zx + d2)
< OUldR1*) _ 0UAR?)

= LiAP = o

—0, as k— oo.

This along with the fact fix) > f, for sufficiently large k, implies

TE > .
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Thus, for all sufficiently large k, the trial point d is accepted by Algorithm
1,ie 21 =aK + dg

At this point, the quadratic convergence of the sequence {xj} generated
by Algorithm 1 is investigated. Regarding (H2), there exists a constant
M > 0 such that

| Jkl] < My, forall x € Q. (19)

Using (19) along with the mean value theorem, for all z; € N(x., p), we can
easily see that

[Ekll = [[Fx = F(z)ll = [Tl Nlox =zl < Maflzg —all,  (20)

for some £ € [z, x.]. As aresult of this fact and Lemma 4, for any sufficiently
large k, it can be concluded that

Fiey < Myljzg — 24|,

and so
Idill < NFyy < M|y, — .]|. (21)

From (H5), it is clear that
1 1 .
lzr — x| < allell < ENFl(k) < NFygy = Ag.

This fact directly implies that zy — x, is a feasible point for the subproblem
(3). Now, it is straightforwardly followed from Remark 2 and (21) that

1
§||Fk + Jedp || = mu (ke + d))) < my(ag + (z0 — 73))
1
= i\lF(iEk + Jr(ze — x.))|1?
1 2

2
L fox — ..

IN

Also (H6), (21) and (22), give us

cllaprr — 2| < | F(apg)|| = | F(zx + d))||
< ||1Fx + JudR || + O(l|dR %)
< vyl — z|?,

for any sufficiently large k. So

k41 = 2all = O(llzx — 2. 1%).
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Hence, the sequence {x}} generated by the Algorithm 1 is q-quadratically
convergent. Therefore, the proof is completed. O

4 Numerical experiments

In this section, we report some numerical experiments obtained by running
Algorithm 1 (NATR) in comparison with the nonmonotone trust-region algo-
rithm (NTR), the adaptive trust-region algorithm from Zhang et al. in [44]
(ATRZ), the nonmonotone version of it (NATRZ), the adaptive trust-region
algorithm of Fan and Pan in [15] (ATRF) and the nonmonotone version of it
(NATRF) on a set of nonlinear systems of equations with the dimension from
100 to 504 that are selected from the wide range of literatures . The problems
1-36 are chosen from Cruz et al. in [25] and the problems 37-42 are chosen
from Luksan and Vléek in [28]. For all of these codes, the trust-region sub-
problems are solved by Steihaug-Toint procedure, see [8]. The Steihaug-Toint
algorithm terminates at xy + d when

. 1 1
Vi (ex + d)]) < mm{m, IV (e +d>||2} IV r(es + )]l

The Jacobian matrix Ji can be either evaluated analytically by a user-
supplied function or approximated using finite-differences formula provided
by the code. Since the exact computation cannot be appropriate for large
scale problems, similar to [5], we used the following finite-differences formula
to approximate the Jacobian matrix Ji

1

[ilg ~ o= (E(zn + hyej) = F),
J

where [Jg].; denotes the j-th column of Jy, e; is the j-th vector of the canonic

basis and

h L \/Em lf LL'kj :07
T 1/em:sign(alckj)1rnax{\:ckj|,@} otherwise.

All codes are written in MATLAB 9 programming environment with double
precision format in the same subroutine. In our numerical experiments, the
algorithms were stopped whenever

1Pl < 1072,

or when the total number of iterates exceeded 1000. During implementations,
It is checked that the codes be converged to the same point and only provided
data for problems that all algorithms converged to the identical point while
less than of 1 percent of problem was ignored.



A nonmonotone trust-region-approach with nonmonotone adaptive radius ... 113

- .
I
I - e NTR
: ATRZ
04f = = ATRF
NATRZ

NATRF
NATR

L L L L L L L L
1 2 3 4 5 6 7 8 9 10

Figure 1: Iterates performance profile for the presented algorithms

While NATR algorithm takes advantages of the parameters p = 1076,
¢ =10.5. The NTR algorithm employs the parameters p; = 0.1, s = 0.9 and
updates trust-region radius like [8] by the following formula

C1||dk|| if T < W1,
Apyr =9 Ayg if 1 <7 < o,
oA if rg > po,

where ¢; = 0.25 and ¢z = 0.3. We also decide to follow the literature [34] in
exploiting Ag = 1 as an initial trust-region radius for NTR. The parameters
of ATRZ and ATRF have been chosen the same as in articles [44] and [15],
respectively. Table 1 indicates the names and dimensions of the test problems
considered. Figures 1 and 2 give the performance profiles for all of the algo-
rithms with the choice of finite-differences Jacobian matrix for total number
of iterations and total number of function evaluations, respectively. Perfor-
mance profile gives, for every 7 > 1, the fraction of the number of problems
for which the algorithm is within a factor of 7 of the best [10].

Figure 1 clearly indicates that NATR outperforms NTR, ATRZ, ATRF,
NATRZ and NATRF regarding the total number of iterates. In particular,
NATR has the most wins in nearly 81% of the test problems with the greatest
efficiency. Meanwhile, in the sense of the ability of completing a run success-
fully, it is the best among considered algorithms because it grows up faster
than the others and reaches 1 more rapidly. However, as illustrated in Figure
2, NATR implements are remarkably better than the others where it has the
most wins for almost 77% of performed tests concerning the total number of
function evaluations. Furthermore, Figures 1 and 2 show similar patterns in
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ATRZ
- ATRF
NATRZ
NATRF
NATR

Figure 2: Function evaluations performance profile for the presented algo-
rithms

the sense of the ability of completing a run successfully. As a result, this fact
directly implies that the total number of solving the trust-region subprob-
lems is the notably decreased thanks to using the NATR algorithm. These
results imply that the proposed algorithm is an efficient and robust approach
for solving systems of nonlinear equations.

5 Concluding remarks

It is well-known that trust-region methods for solving systems of non-
linear equations have a remarkable numerical reliability as well as strong
theoretical convergence properties. Practical experiments of the trust-region
framework indicate that applying nonmonotone adaptive techniques for de-
termining trust-region radius declines the number of solving subproblems
and employing nonmonotone strategies increases the efficiency and robust-
ness of the algorithm. In this paper, by exploiting an effective adaptive trust
region radius based on a reliable nonmonotone strategy, a new nonmono-
tone trust region algorithm is introduced for solving systems of nonlinear
equations. Nevertheless, these modifications in the traditional trust-region
procedure are favorably encouraging so that the global and g-quadratic con-
vergence properties of the proposed algorithms are established. Numerical
results on a set of nonlinear systems indicate that the number of iterates
and the number of function evaluations are so close to each other that, by
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Table 1: List of test functions

Problem name Dim Problem name Dim
Exponential 1 500  Geometric 100
Exponential 2 500  Function 27 500
Extended Rosenbrock 500  Tridimensional valley 501
Chandrasekhar’s H-equation 500  Complementary 500
Singular 500  Hanbook 500
Logarithmic 500  Tridiagnal system 500
Broyden tridiagonal 500  Five-diagonal system 500
Trigexp 500  Seven-diagonal system 504
Variable band 1 500 Extended cragg and levy 500
Variable band 2 500 Extended Wood 500
Function 15 500  Triadiagnal exponential 500
Strictly convex 1 500  Brent 500
Strictly convex 2 500  Thorech 500
Function 18 501  Broyden banded 500
Zero Jacobian 500  Discrete integral equation 500
Geometric programming 100  Countercurrent reactors 1 504
Function 21 501  Singular Broyden 500
Linear function-full rank 1 500  Structured Jacobian 500
Linear function-full rank 2 500  Extended Powell Singular 500
Brown almost linear 500  Generalized Broyden banded 500
Variable dimensioned 500  Extended powell badly scaled 500

applying the proposed algorithm, significant profits in computational costs

can be obtained.
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A contractive mapping on fuzzy
normed linear spaces

M. Saheli*

Abstract

In this paper, we use the definition of fuzzy normed spaces given by
Bag and Samanta and provide four types of fuzzy versions of contraction.
We show that these mappings necessarily have unique fixed points in fuzzy
normed linear spaces. Moreover we prove that the presented theorems are
indeed fuzzy extensions of their classical counterparts.

Keywords: Fuzzy norm; Fuzzy normed linear space; Fixed point; a— semi-
norm; Contractive conditions.

1 Introduction

Banach contraction mapping principle is one of the fundamental consequences
of analysis. This contraction mapping is an important object in metric fixed
point theory. Also its emphasis lies on its wide applicability in branches of
mathematics. Some contractive conditions have been introduced in [4,6,7,9,
10].

A natural question is whether we can provide contractive conditions which
imply existence of fixed point in a fuzzy Banach space. Recently, Shukla and
Chauhan [11] defined the concept of cyclic representation and proved some
fixed point results for operators on complete fuzzy metric spaces. In [1],
AL-Mayahi and Hadi proved that a-n-¢-contraction functions have a fixed
point on fuzzy metric space. Das and Saha [5] considered uniformly locally
contractive mappings on a fuzzy metric space and showed that these functions
have a unique fixed point. Manro and Tomar [8] focused on the compatibility
and non-compatibility of pair of self-maps and established existence of fixed
point of the compatible maps on fuzzy metric space.

In this paper, we use the definition of fuzzy normed spaces given in [2] and
discuss four types of fuzzy versions of contraction and some corollaries.
We give below some basic preliminaries required for this paper.
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Definition 1. [2] Let X be a linear space over R (real number) and N be
A fuzzy subset of X x R such that for all z,u € X and c€ R

(N1) N(z,t) =0forall t <0,

(N2) z =0 if and only if N(z,t) =1 for all t > 0,

(N3) If ¢ # 0 then N(cx,t) = N(x,t/|c|) for all t € R,

(N4) N(xz 4+ u,s+t) > min{N(x,s), N(u,t)} for all s,t € R,

(N5) N(z,.) is a nondecreasing function of R and lim;_,. N(z,t) = 1.
Then N is called a fuzzy norm on X.

Assume that

(N6) N(z,t) >0 for all £ > 0 implies z =0,

(N7) For x # 0, N(x,.) is a continuous function of R and strictly increasing
on the subset {t:0 < N(z,t) < 1} of R.

Definition 2. [3] Let (X, N) be a fuzzy normed linear space.
i) A sequence {x,} C X is said to converge to x € X (lim z, = x), if
n—oo

lim N(x, —z,t) =1, for all t > 0.

n—o0

ii) A sequence {z,} C X is called Cauchy, if lim N(z, — zpm,t) =1, for
n,m—00

all ¢t > 0.

Definition 3. If X is a vector space over R, a seminorm is a function
p: X — [0,00) having the properties:

(1) p(c(z)) = |c|p(x) for all ¢ € R and z € X.

(7i) p(z +vy) < p(z) + p(y) for all z,y € X.

Theorem 1. Let (X, N) be a fuzzy normed linear space. Define
|z]|o = inf{t > 0: N(z,t) > a}, a€(0,1).

Then {||.||o : @ € (0,1)} is an ascending family of seminorms on X and they
are called a-seminorms on X corresponding to the fuzzy norm N on X.

Proof. (i) Let x € X, c € R and « € (0,1), we have

llex||o = A{t > 0: N(cz,t) > a}
=Mt >0:N(z,t/|c]) > a}
=N {c|t >0: N(z,t) > o}

= lefllza-
(i7) Let z,y € X and « € (0, 1), we obtain that
Nz +y, [zlla + ylla +€) = min{N(z, |z]o +€/2), Ny, [lylla +€/2)} = a,

hence |z4y|la < ||Z]la+]yllate, as e — 0then ||[z+yllo < |2]at]ylle. O
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2 Fixed point theorems

At first we introduce the following notation.

Denote ¥ to be the set of functions ¢ : [0, +00) — [0, +00) satisfying the
following hypotheses:

(i) ¢ is continuous and nondecreasing,

(ii) ¥ (t) = 0 if and only if ¢t = 0.

We denote by @ the set of functions ¢ : [0, +00) — [0, +00) satisfying the
following hypotheses:

(i) ¢ is continuous and strictly increasing,

(i) ¢(t) = 0 if and only if ¢t = 0.

Theorem 2. Let (X,N) be a fuzzy Banach space and f : X — X be a
selfmap such that for all x,y € X, t € R and a € (0, 1],

N(z —y,t) > a implies that N(f(z) — f(y),t — (1)) > «a,

where b € W. Then f has a unique fixed point in X.

Proof. Let zg € X and 2,41 = f(z,), for all n € N. Suppose that ¢t > 0, we
have

N(x = y,t) < N(f(x) = f(y),t — (t)), for all 2,y € X.

Therefore
N(-TnJrl — Tn, t) < N($n+2 — Tn+1, t— w(t)) < N(xn+2 — Tn+1, t)v

for all n € N. Hence {N(z,4+1 — @n,t)} is a bounded and nondecreasing
sequence. Thus lim,_,oo N (2,11 — @p,t) exists. Now we have

N(zy — o, t + (1)) < N(z2 — 21,0 +0(t) —p(t + (1)) < N(z2 — 21,1),
by induction on n, we obtain that
N(z1 — xo,t +nY(t)) < N(2py1 — Tp,t), for all n € N.

As n — oo, (N5) implies lim,, oo N(2p41 — p,t) =1, for all ¢ > 0.
Let ¢t > 0, ¢ > 0and N € N such that 1 — e < N(xyi11 — 2n,t/2) and
1—e< N(zny1—zn,9¥(t/2)). f 1 —e < N(z — zn,t/2) then

N(f(x) —zn,t/2) > min{N(f(z) — f(zn), /2 —P(t/2)),
N(f(zn) — 2N, 9(t/2))}
> min{N(z —zn,t/2), N(zn11 — 2N, 9(t/2))}
>1—ce.
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Therefore 1 — e < N(z, — zn,t/2), for all n > N, so
N(zp — Ty, t) > min{N(z,, — xn,t/2), N(xy, — 2n,t/2)} > 1 — ¢,

for all n,m > N. Since € is arbitrary, {z,} is Cauchy, hence it is convergent.
Assume that lim,, o ©,, = . Let ¢ > 0 and ¢ > 0. Then there exists Ny > 0
such that 1 —e < N(z, — 2,t) and 1 — e < N(z — zp,%(t)), for all n > Ny.
Hence

N(f(z) —z,t) > min{N(f(2) — zn41,t — ¥(1), N(@nt1 — z,%(1))}
> min{N(z — zn,t), N(@nt1 — 2,9(1))}
>1—¢, for all n > Np.

Therefore N(f(z) — z,t) =1, for all t > 0. Hence f(z) = x.
To prove the uniqueness of the fixed point, we let y be any other fixed point
of f in X. Suppose that ¢ > 0. Similarly, we have

N(x —y,t+ny(t)) < N(f(z) — f(y),t) = N(x — y,t), for all n € N.

As n —» o0, we obtain that N(z —y,t) =1, for all t > 0, hence x = y. O

Corollary 1. Let (X,N) be a fuzzy Banach space and f : X — X be a
selfmap such that for all x,y € X and t € R,

N(f(z) = f(y),t = ¥(t)) = N(z —y,1),

where b € W. Then f has a unique fixed point in X.
Example 1. Let (X, ||.]|) be a Banach space and f : X — X be a function
such that

1 () = FWIl < llz =yl = ¢ (lz —yl), for all z,y € X,

where 1) € U. Assume that I — ¢ is a nondecreasing function and (St) <
B(t), for all t € [0,4+00), B € [0, 1]. Define a fuzzy norm N as follows:

t/llzl , 0<t<|z]
N(z,t)=<¢1 szl <t
0 . t<o.

Suppose that 2,y € X, t >0, a € (0,1] and N(z — y,t) > a.
Casel: Let ||z — y|| < . Since I — 1) is nondecreasing,

1f(2) = F)ll < llz =yl = ¢(llz —yll) <t — ().

So N(f(x) — f(y),t —¢(t)) =1> c.
Case2: Let 0 < t < ||lz —yll. So t/[|lz —y|| = N(z —y,t) > a. Hence
allz — y|| < t. Therefore
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alf(@) = fW < allz—yll—ap(lz—yl) < allz—yll—y(allz—yl) < t-p(t).

Thus N(f () — f(y),t—6(8)) = (t—6(©)/(1f(@) — F)) = a. By Theorem
2, f has a unique fixed point in X.

Example 2. Let [0,1] = X and ||z — y|| = |« — y], for all z,y € X. Also let
f:X — X and ¢ : [0, +00) — [0, 400) be defined as

f(x) =z — (1/2)2?, for all x € X,

Y(t) = (1/2)t, for all t > 0.

It is clear that I — 1) is a nondecreasing function and ¢(5t) < Bi(t), for all
t €[0,+00), 8 € [0,1]. Define a fuzzy norm N as follows:

t/llzll . 0<t< |z
N(z,t) =41 s l=ell <t
0 ., t<o.

Suppose that z,y € X. Without loss of generality, we assume that x > y.
Then

1f (@) = fW)ll = (z = (1/2)2%) = (y = (1/2)y?)
= (z—y) = (1/2)(z —y)(z +y)

< (v —y)— (1/2)(z —y)

< lz =yl =&z = yl)-

By Example 1, f has a unique fixed point in X.

Theorem 3. Let (X, N) be a fuzzy Banach space such that N satisfies (N7)
and 7y : (0,400) — [0,1) be a decreasing function, also f : X — X be a
selfmap such that for all x,y € X, t >0 and o € (0,1],

N(z —y,t) > a implies that N(f(z) = f(y), ™' (+(t)6(t)) > o,

where ¢ € ®. Then f has a unique fized point in X.

Proof. Let zg € X and 41 = f(z,), for all n € N. Suppose that ¢ > 0, we
have

N(z —y,t) < N(f(z) = f(y), ¢~ (v(t) (1))

Therefore

N(xn+1 — Tn, t) < N(xn+2 — Tni1, ¢_1(’Y(t)¢(t))) < N(anrQ — Tnil, t)a
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for all n € N. Hence {N(2y4+1 — n,t)} is a bounded and nondecreasing
sequence. Thus lim,, oo N(zp41 — @y, t) exists.

Assume that there exists ¢ > 0 such that lim,, oo N(Tpt1—2n,t) < S < 1.
Since N(Zpi2 — Xnt1,8) = N(Zpt1 — Tn, 8), for all s > 0, it follows that

0 <t <||zpe — Tnsillg < ||Tne1 — znllp, for alln e N.

Hence lim,, o0 ||Zn+1 — @n | g exists. Let lim, oo [|Znt1 — Znllg =b>1t > 0.
If N(zpt1 — xp,s) > B then

N(xn-i-? — Tn+1, ¢_1(7(3)¢(5))) > N(xn-i-l — Tn, 5) > B.

Therefore ||Z,12 — Tni1llg < 71 (v(s)¢(s)). Thus

Plznre = zniarlls) <(s)¢(s) <A(llzna — 2alls)d(s) < v(b)o(s).

As s — [lzn1 — @nllg, we get ¢([|znt2 — Tntalls) < V(O)O([Tnt1 — 2nllp)-
As n — o0, one can obtain that 0 < ¢(t) < ¢(b) < ¥(b)p(b). So 1 < ~(b),

which is a contradiction. Hence lim,, oo N(Zp41 — @, t) = 1, for all ¢ > 0.
Let t >0, e >0 and N € N such that

L= e < N(anss — on,t/2 — 671 (1(1/2)8(1/2).
If1—e¢<N(zx—zn,t/2) then

N(f(z) = zn,t/2) > min{N(f(2) = an+41,67" (7(t/2)6(t/2))),
N(zns1 —zn,t/2 = 671 (1(t/2)8(t/2)))}
> min{N(z — zy,t/2),
N(znp1 —an,t/2 = 67 (7(t/2)¢(t/2)))}
>1—c¢

Therefore 1 — € < N(z,, — xn,t/2), for all n > N, so
N(zp — Ty, t) > min{N(z,, — n,t/2), N(xp, — zn,t/2)} > 1 — ¢,

for all n,m > N. Since € is arbitrary, {x,} is Cauchy, hence it is convergent.
Assume that lim,, o z,, = . Let € > 0 and ¢ > 0, then there exists Ny > 0
such that 1 —e < N(z, — x,t — ¢~ L(y(t)$(t))), for all n > Ny. Hence

N(f(z) —a,t) > min{N(f(x) = 2n11,6~ (7(1)(1))),
N(zys1—x,t— ¢ (v()o(t)))}
> min{N(z — an,1), N(en — 2t — ¢ (7(1)o(1)))}
>1—¢, for all n > Np.

Therefore N(f(x) —z,t) =1, for all £ > 0. Hence f(z) = x.
To prove the uniqueness of the fixed point, we let y be any other fixed point
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of f in X. If there exists ¢ > 0 such that 0 < N(x — y,t) < 1, then

N(l’—yﬂf)

therefore N (z —y, ¢~ (y(t)p(t))) = N(x —y,t). By (N7), t = ¢~ L1(v(t)9(t)),
we get ¢(t) = v(t)p(t). Hence v(t) = 1, which is a contradiction. Thus
N(x—y,t)=1,forallt >0, so z =y. O

Corollary 2. Let (X,N) be a fuzzy Banach space such that N satisfying
(N7) and v : (0,+00) — [0,1) be a decreasing function, also f : X — X
be a selfmap such that for all x,y € X and t > 0,

N(f(z) = f(y), ¢~ (v(t)(t) = N(z —y,1),

where ¢ € ®. Then f has a unique fized point in X.

Example 3. Let (X,|.||) be a Banach space and v : (0,400) — [0,1) be
a decreasing function and f : X — X be a function such that

o(lf (=) = FWI) <Az —ylDellz —yl), for all z,y € X,

where ¢ € P.
Assume that ¢ is a nondecreasing function and

B~ (v(D)e(1) < ¢~ (v(B)d(B1)), for all t € [0,+00), 5 € [0,1].

Define a fuzzy norm N as follows:

t/lzll ,  0<t<|z
N(z,t) =41 o lzll <t
0 ., t<o.

Suppose that z,y € X, t >0, a € (0,1] and N(z — y,t) > a.
Casel: Let ||z — y|| < t, since y¢ is nondecreasing,

o(If (=) = FWI) <A(llz = ylDellz —yll) <v(#)e(?).
So [[f(z) = f(W)Il < 67 (v(t)$(t)). Hence
N(f(z) = f(y), ¢~ (v(1)o(t)) =1 > o

Case2: Let 0 <t < ||z —yl|. So t/||lz —y|| = N(z —y,t) > . This implies
that alz — y|| < t. Therefore
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all f(@) = fW)l < ale™ (y(lz =yl (llz = yl)
o~ (v(ellz — ylhelallz —yl))
¢~ (v(B)e(1))-

Thus N(f(z) = f(y),¢~' (v(1)(1)) = (6 (v(t)o()))/ (1 f(z) — fFW)I)) =

By Theorem 3, f has a unique fixed point in X.

<
<
<

Example 4. Let [0,1] = X and [z — y|| = [z — y[, for all z,y € X. Also let
f: X — X,v:(0,4+00) — [0,1) and ¢ : [0,400) — [0, +00) be defined
as

f(z) =23, forall z € X,

o(t) = (1/2)t2, for all t > 0,
~(t) =1/t for all t > 0.

It is clear that ¢ is a nondecreasing function and B(¢~t(y(t)e(t))) <
o L (v(Bt)d(B)), for all t € (0,+00), B € [0,1]. Define a fuzzy norm N

as follows:
t/lz , o<t< |z
N(z,t)=<1 , lz]| <t

0 . t<o.

Suppose that z,y € X. Without loss of generality, we assume that x > y.
Then

If(z) = f)ll = 2° —¢°
= (z—y)(@* + 2y +9°)
)

= o~ (v(lz = yiDe(llz — ).

By Example 3, f has a unique fixed point in X.

Theorem 4. Let (X, N) be fuzzy Banach space such that N satisfying (N7)
and f : X — X be a selfmap such that for all z,y € X, t >0 and o € (0, 1],

N(z —y,t) > o implies that N(f(z) — f(y), ¢~ (¢(t) — ¢(t))) > «,

where ¢, € © and p(t) > ¢(t), for all t > 0. Then f has a unique fized
point in X.

Proof. Let zg € X and 2,41 = f(z,), for all n € N. Suppose that ¢t > 0, we
have

N(z —y,t) < N(f(z) = f(y), ¢ (o(t) = 6(1))).
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Therefore
N($n+1 — Tn, t) < N(xn+2 — Tnil, 90_1(80(15) - (b(t))) < N($n+2 — Tn+1, t)a

for all n € N. Hence {N(2n4+1 — @n,t)} is a bounded and nondecreasing
sequence, and lim,, oo N (2,41 — Tp, t) exists.

Assume that there exists ¢ > 0 such that lim,, oo N(Zn41 — 2p,t) < 8 < 1.
Since N (zp42 — Tpi1,8) > N(Tpi1 — Tp, s), for all s > 0, then

0<t<|znt2 — Tnt1llg < |@n+1 — znllg, for all m € N.

Therefore lim, o0 ||Zn+1 — 20 ||p exists. Let limy, o0 ||Znt1 —2n|lp =b >t >
0. If N(zp41 — pn,s) > [ then

N(zni2 = Tni1,907 (2(5) = 6(5)) = N(2ns1 = 20, 8) > B,
and [[zn42 = Tnr1lls < 971 ((s) — @(s)). Thus
Pllzntz = zniallp) < @(s) = o(s).
As s — ||zp41 — z,]| 8, one can get
Pllznte = zniallp) < e(lntr — zalls) = ¢(lnt1 — zalls)-
As n — oo, we obtain that 0 < ¢(f) < p(b) < p(b) — ¢(b) < ¢(b), which is

a contradiction. Hence lim, oo N(Zp41 — @p,t) = 1, for all ¢ > 0.
Let t >0, ¢ > 0 and N € N such that

1—e< N(zni1—2n,t/2 = 07 (9(t/2) - 6(t/2))).
Ifl—e<N(z—zpn,t/2), then
N(f(z) = 2n,t/2) > min{N(f(2) = on+1,97 (9(t/2) = 6(t/2))),

N(znp — 2N, /2 = ¢ Hp(t/2) = 6(t/2)))}
> min{N(z — zn,1/2),

N(znt1 = on,t/2 = 07 (e(t/2) — 6(t/2)))}
>1—ce
Therefore 1 — e < N(z,, — zn,t/2), for all n > N, so
N(zp — xm,t) > min{N(z, — zn,t/2), N(xy, — zn,t/2)} > 1 — ¢,

for all n,m > N. Since € is arbitrary, {x,} is Cauchy, hence it is convergent.
Assume that lim,_,., z, = x. Let € > 0 and ¢ > 0, then there exists Ny > 0
such that 1 —e < N(x, — z,t — ¢~ 1(p(t) — ¢(t))), for all n > Ny. Hence
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N(f(z) = z,t) > min{N(f(z) — zn11, 9" (p(t) = 6(1))),
N(zni1 —x,t—@ H(p(t) — o(t))}
> min{N(z — zn,t), N(eni1 —xt — ¢~ (7()e(1))}
>1—¢, for all n > Np.

Therefore N(f(x) —z,t) =1, for all t > 0, so f(z) =
To prove the uniqueness of the fixed point, we let y be any other fixed point
of fin X. If there exists ¢ > 0 such that 0 < N(z — y,t) < 1 then

N(f(x) = fy), o~ ((t) — ¢(1)))
N(f(z) = f(y),1)
N(z =y, 1),

therefore N(z — y,¢~1(v(t)¢(t))) = N(z — y,t). By (NT), we obtain that

t = ¢ 1 (p(t) — (1)), then o(t) = ¢(t) — ¢(t). Hence ¢(t) = 0, and ¢ = 0,
which is a contradiction. Thus N(z —y,t) =1, for all ¢t > 0, so z = y. O

N(ac—y,)

IAIA

Corollary 3. Let (X, N) be fuzzy Banach space such that N satisfying (N7)
and f: X — X be a selfmap such that for all z,y € X andt > 0,

N(f(z) = f(y), ¢ (o(t) — ¢(t)) > N(z —y,t),

where ¢, € ® and p(t) > &(t), for all t > 0. Then f has a unique fized
point in X.

Example 5. Let (X, ||.||) be a Banach space and f : X — X be a function
such that

e(lf (@) = fW)ID) < ez —yl) — ¢(llz —yll), for all z,y € X,
where @, ¢ € ®. Assume that ¢ — ¢ is a nondecreasing function and
Bl Hp(t) = 6(1)) < o~ H(@(Bt) — ¢(Bt)), for all ¢ € [0,+00), 5 € [0,1].
Define a fuzzy norm N as follows:
tlall -, 0<t< |
N(z,t) =<1 , lz]| <t
0 ,  t<O.

Suppose that z,y € X, ¢t >0, a € (0,1] and N(z — y,t) > «
Casel: Let ||z — y|| < . Since ¢ — ¢ is nondecreasing,

e(lf (@) = FWID) < ellz —yll) — oz —yll) < @) — o).
So [If(x) = fW)Il < o™ (p(t) — ¢(t)). Hence
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N(f(z) = fy), o7 (ot) = 6(1)) =1 > a.

Case2: Let 0 < t < ||z —y||. So t/|z —y|| = N(z — y,t) > a. Hence
allz —y|| <t, and

all f(@) = fFW < ale™ (ellz = yll) = ¢(llz — )
1

<
<o (pelallz —yl) — ¢lallz —yll))
<y

“He(t) — (1))
Thus

N(f(x) = f(y) 7 (@) = 6(1)) = (¢~ (e(t) — ¢0)/(I.f (@) = FW)) > @

By Theorem 4, f has a unique fixed point in X.

Theorem 5. Let (X, N) be fuzzy Banach space such that N satisfying (N7)
and f : X — X be a selfmap such that for oll z,y € X, s,t > 0 and
a € (0,1],

N(z — f(y),t) > a and N(f(z) —y,s) > « implies that

N(f(x) = fy),1/2(t +5) = 0(t,5)) = ,

where 6 : [0, +00)2 — [0, +00) is a continuous mapping such that 0(z,y) =0
if and only if t =y =0. Then f has a unique fixed point in X.

Proof. Let zo € X and x,,41 = f(xy,), for all n € N. Suppose that ¢ > 0, so
N(f(z) = f(y),1/2(t + s) = 0(t,s)) = min{N(z — f(y), 1), N(f(z) — y,s)},
for all s > 0. Therefore

N(zp41 — Tp, 1/2(2t + ) — 0(2t,5)) > min{N(z,, — z,, s),
N(mn-&-l — Tn—1, Qt)}
= N($n+1 — Tp—1, Qt)a

for all s > 0. As s — 0, we obtain that

N(xpi1 — Tyt —0(2¢,0)) > N(2py1 — Tpo1,2t)
Z min{N(xn-l-l — Tn, t)7 N(xn — Tn—1, t)}a
for all m € N and all ¢ > 0. Let there exists tg > 0 and ng € N such that
N(Zpgt1 — Tng,to) < N(Tpng — Tng—1,t0). By (N7) and (N5), there is t; > 0
such that

0 S N(xnngl - xn07t0> < N(xnoJrl - xn(,,to + tl) < N(xng - xnofhtO) S 1
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Hence

N(Znt1 — @n, (to +t1)) > N(Tnt1 — n, (to + t1) — 0(2(to + t1),0))
> N(anrl — Tp, (to + tl)).

Thus N(SL‘n_H —Tn, (to + tl)) = N(zn-&-l — T, (to + tl) — 0(2(t0 + tl), 0)) By
(N?), (to + tl) - 9(2(750 + tl),O) =tg+t1. So 9(2(150 + tl),O) = 0 which is a
contradiction. In addition N(z,41 — @p,t) > N(zy — xp—1,t), for all t > 0
and all n € N. Therefore lim,,_ oo N(Zp4+1 — Zn,t) exists.

Assume that there exists ¢ > 0 such that lim, oo N(2pi1 — Tpn,t) < 8 < 1.
Since N (zp42 — Tpy1,8) > N(Tpt1 — Tn, s), for all s > 0, it follows that

0<t<|znt2 — Tnt1llg < |@n+1 — znllg, for all m € N.

Thus lim,, o0 ||Znt1 — Zn|| g exists. Let lim,, o0 [|Tn41 —Znllg =0 >t > 0. If
N(xpy1—2n,s) > B, then N(xppo—2nt1,5—0(25,0)) > N(zpy1—2n,s) > 5.
So ||Znt2 — Tptllg < s —0(25,0). As s — ||zp41 — xn||g, we obtain that
[Zn+2 = Zntillp < 21 — 2alls — 02| Tnt1 — 205, 0). As n — oo, we get
0<t<b<b—0(2b,0) <band 0(2b,0) =0, which is a contradiction. Hence
lim, oo N(Zpy1 — xn,t) =1, for all ¢ > 0.

Next we show that {z,} is a cauchy sequence. If otherwise, then there exist
to > 0, 8 € (0,1) and increasing sequences of integers {my} and {n;} such
that N (2, — Tm,,,t0) < 8 and N(xn, -1 — Tm,,to) > B, for all k € N. Since
lim, oo N(2ps1 — xn,t) =1, for all t > 0, it follows that

nh—>ngo ||xnk - xnrlHﬁ =0= 11_>H(;lo mek - ‘kaflnﬁ'

Moreover

0<ty < ”xnk - xmk”ﬁ
< ||xnk—1 - mnk”ﬁ + ||xmk - $nk—1||6

S tO + ||-/L‘n;C - mnk71||ﬁ7
for all k € N. As k — oo, which leads to
nhHHC}O ||I7lk — Tmy, Hﬁ =to = nlLH;o H‘ka - xnk—lHﬁ'
Now we have
||$mk - xnk“ﬁ < ||zmk—1 - xmk”ﬁ + ||xmk—1 - xnk”ﬁ + Hxnk - xnk—lHﬁ

and

||‘/L.mk,*1 = Ty Hﬁ < ||xmk*1 = Tmy, ”B + ||xmk: = Ty ||57
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for all k € N. As k — oo, we obtain that lim,,_,« [|Tn, — Tm,—1]g = to. If
N(xp,—1 — Tm,,,t) > p and N(Tp, — Tm,—1,5) > O then

N(2p, — Tm,, 1/2(t +5) — 0(t,5)) > B.
Hence
|Zmy, — Zn, llg < 1/2(t+s) — 0(¢, s).
Ast — ||@m, — Tn,—1llg and s — ||Tme—1 — Tn, || 3, We get
[Zme — Tnillg <

1/2(||$mk 7xnk_1||B+||xmk—171“"19”5)70(”:177”)‘: 71’”1@—1”5, ”xmk—li‘rnk ”5)3

for all k € N. As k — oo, we have to < 1/2(tg + to) — 0(to,t0). Therefore
O(to,to) = 0 which is a contradiction. Thus {x,} is Cauchy, hence conver-
gent. Assume that lim, ., x, = .

Next we show that lim,, oo N(f(x)—xp,t) = 1, for all ¢t > 0. If otherwise,
then there exist tg > 0, 8 € (0,1) and increasing sequences of integers {ny}
such that N(f(x)—xn,,t0) < B, for all k € N. Since lim,,_,oo N(z—2p,t) =1,
for all ¢t > 0, it follows that lim, .« ||z, — z||g = 0. We have

1f(@) = znlls < llz—znlls + | f(z) — 2l
and
1f(z) —zllg < [If(z) — znllg + lzn — 2|,

for all n € N. As n — 00, we obtain that lim,,_,o ||f(z) — z,|lg = || f(z) —
z|lg. f N(zp,—1 — f(x),t) > 8 and N(x,, —x,s) > [, then

N(f(@) = @ny, 1/2(t + ) = 0(t,5)) 2 min{N(z — 2p,, 1), N(f(2) = ny—1,8)}
> p.

Therefore || f(z) —xn,llg < 1/2(t+5s)—0(t,s). Ast — || f(z) — 2, —1]|p and
s — ||l — xn, |lg, we get

0 <to < | f(x) = 2nllg <

12(11f(2) = 2n—1lls + 12 = znillg) = O () = 2ny—1llg, |2 = znillp),

for all £k € N. As K — 00, one can obtain

0 <to <|[f(x) —zllsg < 1/2]f(x) — zlls — O(|lf (z) — 2]/, 0).
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So O(||f(z) — z||g,0) = 0, which is a contradiction. This implies that
lim,, 00 N(f(z) — zpn,t) = 1, for all ¢ > 0. By (IN4), we have

N(f(z) — z,t) > min{N(f(z) — zpn,t/2), N(x — z,,t/2)}, for all t > 0.

As n — oo, we obtain that N(f(z)—=z,t) = 1, for all £ > 0. Hence f(z) = x.
To prove the uniqueness of the fixed point, let y be any other fixed point of
f in X. If there exists t > 0 such that 0 < N(z —y,t) < 1, then

N(z —y,t) = N(f(z) = f(y),t)
Z N(f(iﬂ) - f(y)at - e(ta t))
> min{N(z — f(y),t), N(f(z) —y, 1)}

= min{N(z — y,t), N(z — y,1)}
- N(II? - yvt)

Therefore N(x —y,t — 0(t,t)) = N(x — y,t). By (N7), 6(t,t) = 0 which is a
contradiction. Thus N(z —y,t) =1, for all t > 0. So x = y. O

Corollary 4. Let (X, N) be fuzzy Banach space such that N satisfying (N7 ).
Also f: X — X be a selfmap such that for all z,y € X and s,t > 0,

N(f(z) = f(y),1/2(t +5) = O(t, 8)) = min{N(z — f(y), 1), N(f(z) = y,5)},

where 6 : [0, +00)% — [0, +00) is a continuous mapping such that 0(z,y) = 0
if and only if x =y =0. Then f has a unique fired point in X.

Example 6. Let (X, ||.||) be a Banach space and f : X — X be a function
such that

1 () = F) < 172z = fF@)Il + 1 (2) = yll) = 0llz = F@)II, 1 () = ylD),

for all z,y € X, where 6 : [0, +00)? — [0,+00) is a continuous mapping
such that 6(x,y) =0 if and only if z =y = 0.

If s1 < 89 and t; < ty then 1/2(t1 + 81) — 9(751, 81) < 1/2(t2 + 52) — (9(152,82),
for all s1,t1,59,t2 > 0 and 0(8t,Bs) < BO(t,s), for all t,s > 0, 8 € [0,1].
Define a fuzzy norm N as follows:

t/llz] -, 0<t< |z
N(z,t) =<1 , lz]| <t
0 . t<o.

Suppose that z,y € X, t > 0, a € (0,1], N(z — f(y),t) > a and N(f(x) —
Y, 8) > a.
Casel: Let ||z — f(y)|| <t and || f(z) — y| < s. Then
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1 () = F)ll < 1/2(le = FW)l + 1f (=) = yll) = 0lz = FW)I 1F (=) —yll)
< 1/2(t+s) —0(t, s).

Thus N(f(x) — f(y),1/2(t +s) —0(t,s)) =1 > a.

Case2: Let 0 <t < [z — f(y)ll and [|f(z) —yll < s. Sot/[z — fy)| =
N(z—y,t) > aand [lz—f(y)[| < s. Hence allz—f(y)[| < tand [[f(z)-yl| <s.
Therefore

allf(z) = fWIl < a(l/2(]lz = fW)Il + 1f (@) = yll) = 0z = F)l;

1/ () = yl))
<1/2(allz = f@) + allf(2) —yll) - (allz = f(y)ll,
allf(z) —yll)

< 1/2(t+s) —06(t, s).
Thus
N(f(z)=f(y),1/2(t+s)=0(t,5)) = (1/2(t+s)=0(t,5))/(|[f (@)= f(W)]) = e

Case3: Let 0 < ¢t < ||z — f(y)|| and 0 < s < ||f(z) —y||. So t/||z — y||
N(z—y,t) > aand s/||f(z)-yll = N(f(z)-y,s) > a. Hence aflz—f(y)|| <
and a| f(z) — y|| < s. Therefore

allf(z) = fWIl < a(1/2(]lz = fW)Il + 1f (=) = yll) = 0z = F)l;

~ |l

1/ () = yl))
<1/2(alle = f@) + allf(2) —yll) - (allz = f(y)],
allf(z) —yll)

< 1/2(t+s) —06(¢, s).
Thus
N(f(z)=f(y),1/2(t+s)=0(t,5)) = (1/2(t+s)=0(t,5))/(|[f (@)= f(W)]) = e

Cased: Let ||z — f(y)|] < t and 0 < s < ||f(z) — y||. Similar to case2, we
obtain that N(f(z) — f(y),1/2(t + s) — 0(¢,s)) > a.
By Theorem 5, f has a unique fixed point in X.

3 Conclusion

We have introduced four contractive conditions in fuzzy normed linear spaces
and proved some results about fixed point theorem. In fact, the established
properties are the extended fuzzy forms of some classical contractive proper-
ties. To reveal this fact, some examples have been studied.
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