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# High order second derivative methods with Runge-Kutta stability for the numerical solution of stiff ODEs 

A. Abdi* and G. Hojjati


#### Abstract

We describe the construction of second derivative general linear methods (SGLMs) of orders five and six. We will aim for methods which are $A$-stable and have Runge-Kutta stability property. Some numerical results are given to show the efficiency of the constructed methods in solving stiff initial value problems.


Keywords: Ordinary differential equation; General linear methods; RungeKutta stability; $A$-stability; Second derivative methods.

## 1 Introduction

In many fields such as control theory, chemical kinetics, biology and the movement of stars in galaxies, dynamic behavior is modeled by systems of ordinary differential equations (ODEs). We consider the autonomous ODEs in the form

$$
\begin{align*}
& y^{\prime}(x)=f(y(x)), \quad x \in\left[x_{0}, \bar{x}\right], \\
& y\left(x_{0}\right)=y_{0} \tag{1}
\end{align*}
$$

where $f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ and $m$ is the dimensionality of the system. We restrict our attention to autonomous systems because non-autonomous systems can be made autonomous by adding an extra equation to the system.

For system (1), let $g:=f_{y} f$. For problems in which $g$ can be calculated along with $f$, at a moderate additional cost, second derivative methods become feasible. General linear methods (GLMs) $[6,7,12]$ as a unifying

[^1]framework for the traditional methods, like Runge-Kutta methods, linear multistep methods, predictor-corrector methods and hybrid methods, have been extended to the second derivative general linear methods (SGLMs) by Butcher and Hojjati [8]. These methods which are $s$-stage and $r$-value, for the numerical solution of (1) are given by
\[

$$
\begin{align*}
& Y^{[n]}=h\left(A \otimes I_{m}\right) F\left(Y^{[n]}\right)+h^{2}\left(\bar{A} \otimes I_{m}\right) G\left(Y^{[n]}\right)+\left(U \otimes I_{m}\right) y^{[n-1]}, \\
& y^{[n]}=h\left(B \otimes I_{m}\right) F\left(Y^{[n]}\right)+h^{2}\left(\bar{B} \otimes I_{m}\right) G\left(Y^{[n]}\right)+\left(V \otimes I_{m}\right) y^{[n-1]}, \tag{2}
\end{align*}
$$
\]

where $h$ is the stepsize, $A, \bar{A} \in \mathbb{R}^{s \times s}, U \in \mathbb{R}^{s \times r}, B, \bar{B} \in \mathbb{R}^{r \times s}$ and $V \in$ $\mathbb{R}^{r \times r}$ and notation $\otimes$ is the Kronecker product. Here, $Y^{[n]}=\left[Y_{i}^{[n]}\right]_{i=1}^{s}$ is an approximation of stage order $q$ to the vector $y\left(x_{n-1}+c h\right)=\left[y\left(x_{n-1}+c_{i} h\right)\right]_{i=1}^{s}$, i.e.

$$
\begin{equation*}
Y_{i}^{[n]}=\sum_{k=0}^{q} \frac{c_{i}^{k}}{k!} h^{k} y^{(k)}\left(x_{n-1}\right)+O\left(h^{q+1}\right), \quad i=1,2, \ldots, s \tag{3}
\end{equation*}
$$

$F\left(Y^{[n]}\right):=\left[f\left(Y_{i}^{[n]}\right)\right]_{i=1}^{s}$ and $G\left(Y^{[n]}\right):=\left[g\left(Y_{i}^{[n]}\right)\right]_{i=1}^{s}$ where the vector $c=$ $\left[\begin{array}{llll}c_{1} & c_{2} & \cdots & c_{s}\end{array}\right]^{T}$ is the abscissa vector. Also the vectors $y^{[n-1]}=\left[y_{i}^{[n-1]}\right]_{i=1}^{r}$ and $y^{[n]}=\left[y_{i}^{[n]}\right]_{i=1}^{r}$ are the input and output vectors at the step number $n$, respectively, which for a method of order $p$ take the following forms

$$
\begin{equation*}
y_{i}^{[n-1]}=\sum_{k=0}^{p} \alpha_{i k} h^{k} y^{(k)}\left(x_{n-1}\right)+O\left(h^{p+1}\right), \quad i=1,2, \ldots, r, \tag{4}
\end{equation*}
$$

and

$$
\begin{equation*}
y_{i}^{[n]}=\sum_{k=0}^{p} \alpha_{i k} h^{k} y^{(k)}\left(x_{n}\right)+O\left(h^{p+1}\right), \quad i=1,2, \ldots, r, \tag{5}
\end{equation*}
$$

for some $\alpha_{i k} \in \mathbb{R}$ associated with the method.
The main features of SGLMs including pre-consistency, consistency, zerostability and types of these methods have been discussed in [3]. It has been shown in [4] that the SGLM (2) with the input vector (4) has order $p$ and stage order $q=p$ iff

$$
\begin{align*}
e^{c z} & =z A e^{c z}+z^{2} \bar{A} e^{c z}+U w(z)+O\left(z^{p+1}\right)  \tag{6}\\
e^{z} w(z) & =z B e^{c z}+z^{2} \bar{B} e^{c z}+V w(z)+O\left(z^{p+1}\right) . \tag{7}
\end{align*}
$$

where

$$
e^{c z}=\left[\begin{array}{llll}
e^{c_{1} z} & e^{c_{2} z} & \cdots & e^{c_{s} z}
\end{array}\right]^{T}
$$

and $w(z)$ is a vector with elements given by

$$
w_{i}(z)=\sum_{k=0}^{p} \alpha_{i k} z^{k}, \quad i=1,2, \cdots, r
$$

In the special SGLMs with $p=q=r=s, U=I_{s}$ and $V \mathrm{e}=\mathrm{e}, \mathrm{e}=$ $[1,1, \ldots, 1]^{T} \in \mathbb{R}^{s}$, an equivalent condition for order conditions has been found in [5] as

$$
B=B_{0}-A B_{1}-\bar{A} B_{2}-V B_{3}-(\bar{B}-V \bar{A}) B_{4}+V A
$$

where the $(i, j)$ elements of $B_{0}, B_{1}, B_{2}, B_{3}$, and $B_{4}$ are given respectively by

$$
\frac{\int_{0}^{1+c_{i}} \phi_{j}(x) d x}{\phi_{j}\left(c_{j}\right)}, \quad \frac{\phi_{j}\left(1+c_{i}\right)}{\phi_{j}\left(c_{j}\right)}, \quad \frac{\phi_{j}^{\prime}\left(1+c_{i}\right)}{\phi_{j}\left(c_{j}\right)}, \quad \frac{\int_{0}^{c_{i}} \phi_{j}(x) d x}{\phi_{j}\left(c_{j}\right)}, \quad \frac{\phi_{j}^{\prime}\left(c_{i}\right)}{\phi_{j}\left(c_{j}\right)}
$$

Here,

$$
\phi_{i}(x)=\prod_{j=1, j \neq i}^{s}\left(x-c_{j}\right), \quad i=1,2, \cdots, s
$$

Construction of SGLMs which are also suitable for the numerical solution of differential algebraic equations (DAEs) has been discussed in [10]. Some obtained order barries for different types of SGLMs, found in [3,4,10], are useful in construction of these methods. These barriers have been also confirmed by means of order arrows by Abdi and Butcher [1, 2]. Recently, efficiency of these methods in solving stiff ODEs arising from chemical reactions has been shown in [11].

In continuation of studying on SGLMs, in this paper we construct $A$ stable methods of orders five and six with $r=s=3$ and Runge-Kutta stability property.

Next sections of this paper are organized as follows: In Sec. 2, we discuss about stability behaviour of Runge-Kutta stable three-stage methods. Sec. 3 is devoted to construction of SGLMs of orders five and six with $A$-stability property. Some numerical experiments are given in Sec. 4 to demonstrate the efficiency of the constructed methods.

## 2 RKS three-stage methods

We first recall that the stability matrix for SGLMs can be obtained by applying the methods to the standard test problem of Dahlquist [9] $y^{\prime}=\zeta y$, where $\zeta$ is a complex number, which it is

$$
M(z)=V+\left(z B+z^{2} \bar{B}\right)\left(I-z A-z^{2} \bar{A}\right)^{-1} U
$$

where $z=h \zeta$. Thus, we are interested in stable behavior of powers of $M(z)$. If $M(z)$ has only a single non-zero eigenvalue, $R(z)$, then the method is said to possess Runge-Kutta stability (RKS) property. For RKS methods, the stability behaviour is related to $R(z)$.
For the methods in which coefficient matrices $A$ and $\bar{A}$ are lower triangular
with the same elements $\lambda$ and $\mu$ on the diagonal, respectively, $R(z)$ takes the form

$$
\begin{equation*}
R(z)=\frac{N(z)}{\left(1-\lambda z-\mu z^{2}\right)^{s}}, \tag{8}
\end{equation*}
$$

where $\operatorname{deg}(N) \leq 2 s$. For the methods of order five and six with three stages that will be discussed in Sec. 3, the polynomial $N$ defined in (8) satisfies

$$
N(z)=\left(1-\lambda z-\mu z^{2}\right)^{3} e^{z}-C_{5} z^{6}+O\left(z^{7}\right)
$$

and

$$
N(z)=\left(1-\lambda z-\mu z^{2}\right)^{3} e^{z}+O\left(z^{7}\right)
$$

respectively, for an arbitrary $C_{5}$ as the error constant of the method. For the method of order six, the error constant is
$C_{6}=\frac{1}{5040}-\frac{1}{240} \lambda-\frac{1}{40} \mu+\frac{1}{4} \lambda \mu+\left(\frac{1}{40}-\frac{1}{2} \mu\right) \lambda^{2}+\left(\frac{1}{2}-\frac{3}{2} \lambda\right) \mu^{2}-\frac{1}{24} \lambda^{3}-\mu^{3}$.
For these methods to be $A$-stable, using E-polynomial theorem [7], it is necessary and sufficient that $\lambda>0, \mu<0$, and so that the $E(y)$ is nonnegative for $y$ real where the E-polynomial is defined by

$$
E(y)=\left|1-\lambda \mathbf{i} y+\mu y^{2}\right|^{6}-|N(\mathbf{i} y)|^{2},
$$

where $\mathbf{i}$ is the imaginary unit. The boundary of the regions of $A$-stable choices of ( $\lambda, \mu$ ) for the methods of order five (with different values of $C_{5}$ ) and order six are plotted in Figure 1 and Figure 2.


Figure 1: The boundary of the regions of $A$-stable choices of $(\lambda, \mu)$ for $s=3, p=5$ corresponding to $\mathcal{C}=-10^{-3},-5 \times 10^{-4},-10^{-4}$


Figure 2: The boundary of the region of $A$-stable choices of $(\lambda, \mu)$ for $s=3, p=6$

## 3 A-stable RKS methods of orders 5 and 6

Construction SGLMs of orders $p=q \leq 4$ has been discussed in [3-5, 10]. In this section, we construct $A$-stable three-stage methods of orders five and six with RKS property. Throughout the construction of these methods, we will consider $U=I_{s}$ and $V=\mathrm{e} v^{T}$ where $v \in \mathbb{R}^{r}$ and $v^{T} \mathrm{e}=1$. The later guarantees zero-stability of the methods [3].

### 3.1 Order 5 methods

Choosing $c=\left[\begin{array}{lll}0 & \frac{1}{2} & 1\end{array}\right]^{T},(\lambda, \mu)=(0.6,-0.1)$ from the intersection of the regions in Figure1 and solving the order conditions and the nonlinear RKS conditions, the coefficients matrices of the method take the following forms

$$
\begin{aligned}
& A=\left[\begin{array}{lll}
0.6000000000 & 0 & 0 \\
0.4538633794 & 0.6000000000 & 0 \\
0.8442059328 & 0.8999163314 & 0.6000000000
\end{array}\right], \\
& \bar{A}=\left[\begin{array}{rrr}
-0.1000000000 & 0 & 0 \\
-0.1450566118 & -0.1000000000 & 0 \\
-0.9847293116 & -0.1278647721 & -0.1000000000
\end{array}\right], \\
& B=\left[\begin{array}{rrr}
0.3902646263 & 0.4639576064 & 0.2524239604 \\
-0.3312778090 & 1.1306242731 & 0.3534363496 \\
5.0478598121 & -4.1644469839 & -0.5208888994
\end{array}\right], \\
& \bar{B}=\left[\begin{array}{rrr}
-0.2677332867 & -0.3732899225 & -0.0223237563 \\
-0.4095181371 & -0.6362626571 & -0.0357186615 \\
0.5750983052 & 1.6053219094 & 0.0622616286
\end{array}\right], \\
& v=\left[\begin{array}{lll}
1.2203054517 & -0.3423946125 & 0.1220891608
\end{array}\right]^{T} .
\end{aligned}
$$

This method is $A$-stable with the error constant $C_{5} \approx-3.50 \times 10^{-4}$.

### 3.2 Order 6 methods

Choosing $c=\left[\begin{array}{lll}0 & c_{1} & 1\end{array}\right]^{T}, c_{1}$ as a free parameter, and solving the order conditions and the nonlinear RKS conditions, we get $c_{1}=-1.4989329045$ and the coefficients matrices of the method take the following forms

$$
\begin{aligned}
& A=\left[\begin{array}{ccc}
0.4007120047 & 0 & 0 \\
0.5574459850 & 0.4007120047 & 0 \\
0.7281456081 & 0.0121320319 & 0.4007120047
\end{array}\right], \\
& \bar{A}=\left[\begin{array}{rrr}
-0.0612701047 & 0 & 0 \\
-0.0145743957 & -0.0612701047 & 0 \\
0.3881180321 & 0.1117302066 & -0.0612701047
\end{array}\right], \\
& B=\left[\begin{array}{rrr}
1.1371686053 & 0.2249968367 & 0.0903218055 \\
-0.0512895056 & 0.1078326109 & -0.6604347472 \\
1.5642870990 & 0.3929237249 & -0.2450012162
\end{array}\right],
\end{aligned}
$$

$$
\begin{aligned}
& \bar{B}=\left[\begin{array}{rrr}
-0.0425486219 & 0.0078897842 & -0.0128566928 \\
0.1945434509 & -0.0296649869 & 0.0449770864 \\
0.3584398092 & 0.0701030286 & -0.0116769898
\end{array}\right], \\
& v=\left[\begin{array}{lll}
0.8572479903 & 0.2113738061-0.0686217964
\end{array}\right]^{T} .
\end{aligned}
$$

The obtained value for $(\lambda, \mu)$ is the interior of the region of $A$-stable choices presented in Figure 2. The error constant for this $A$-stable method is $C_{6} \approx$ $2.56 \times 10^{-5}$.

## 4 Numerical verifications

In this section we present some numerical results by applying the constructed methods of orders five and six in Sec. 3, in order to demonstrate the theoretical expectations. Computational experiments are carried out by applying the methods to the following two stiff problems.

S1- The non-linear stiff test problem

$$
\left\{\begin{array}{l}
y_{1}^{\prime}(x)=-1002 y_{1}(x)+1000 y_{2}^{2}(x), y_{1}(0)=1 \\
y_{2}^{\prime}(x)=y_{1}(x)-y_{2}(x)\left(1+y_{2}(x)\right), y_{2}(0)=1
\end{array}\right.
$$

The exact solution is $y_{1}(x)=\exp (-2 x)$ and $y_{2}(x)=\exp (-x)$ and $x \in[0,1]$.

S2- The stiff initial value problem arose from a chemistry problem

$$
\begin{cases}y_{1}^{\prime}(x)=-0.013 y_{2}-1000 y_{1} y_{2}-2500 y_{1} y_{3}, & y_{1}(0)=0 \\ y_{2}^{\prime}(x)=-0.013 y_{2}-1000 y_{1} y_{2}, & y_{2}(0)=1 \\ y_{3}^{\prime}(x)=-2500 y_{1} y_{3}, & y_{3}(0)=1\end{cases}
$$

The reference solution at $x=2$ is

$$
\begin{aligned}
& y_{1}(2)=-0.3616933169289 \times 10^{-5}, \\
& y_{2}(2)=0.9815029948230, \\
& y_{3}(2)=1.018493388244 .
\end{aligned}
$$

Numerical results for the Problem S1, reported in Table 1, illustrate accuracy of the methods of order 5 and 6 . These results are obtained with fixed stepsizes $h=1 / 2^{k}$ with several integer values for $k$. In this table, we have listed norm of error $\left\|e_{h}(x)\right\|$ at the endpoint of integration $x=1$. Also, in this table, the rows $p$ refer to the numerical estimates to the order of
convergence, computed by the formula $p=\log _{2}\left(\left\|e_{h}(x)\right\| /\left\|e_{h / 2}(x)\right\|\right)$ where $e_{h}(x)$ and $e_{h / 2}(x)$ are errors corresponding to stepsizes $h$ and $h / 2$.

Table 1: The global error at the end of the interval of integration $[0,1]$ for problem S1

| $h$ | $2^{-2}$ | $2^{-3}$ | $2^{-4}$ | $2^{-5}$ |
| :---: | :---: | :---: | :---: | :---: |
| Order 5 method | $2.25 \times 10^{-7}$ | $5.61 \times 10^{-9}$ | $1.51 \times 10^{-10}$ | $4.34 \times 10^{-12}$ |
| $p$ |  | 5.33 | 5.22 | 5.12 |
| Order 6 method | $6.92 \times 10^{-8}$ | $2.94 \times 10^{-10}$ | $2.45 \times 10^{-12}$ | $5.03 \times 10^{-14}$ |
| $p$ |  | 7.88 | 6.91 | 5.61 |

Numerical results for the Problem S2 are given in Table 2 with stepsize $h=0.001$. Comparing the obtained results by the methods with the reference solution shows the efficiency of the methods for solving stiff non-linear problems.

Table 2: Numerical results for problem S2 solved by the methods of orders five and six

| $x$ | $y$ | Order 5 method | Order 6 method |
| :---: | :---: | :---: | :---: |
|  | $y_{1}$ | $-0.3616933169478728 \times 10^{-5}$ | $-0.3616933215630078 \times 10^{-5}$ |
| 2 | $y_{2}$ | 0.9815029948594308 | 0.9815030036954803 |
|  | $y_{3}$ | 1.018493388207507 | 1.018493379371295 |



Figure 3: Variation of $2+y_{1}-y_{2}-y_{3}$ versus $x$ which $y_{1}, y_{2}$ and $y_{3}$ are the numerical solutions obtained by the method of order 5


Figure 4: Variation of $2+y_{1}-y_{2}-y_{3}$ versus $x$ which $y_{1}, y_{2}$ and $y_{3}$ are the numerical solutions obtained by the method of order 6

The differential equations in Problem S2 satisfy a linear conservation law

$$
\begin{equation*}
2+y_{1}(x)-y_{2}(x)-y_{3}(x)=0 \tag{9}
\end{equation*}
$$

for all $x$. In Figure 3 and Figure 4, we have plotted the graph of $2+y_{1}-y_{2}-y_{3}$ versus $x$. We observe that for both methods of orders five and six equation (9) for the obtained numerical solutions holds approximately with high accuracy which demonstrate the accuracy of the applied methods.

## 5 Conclusion

For methods of higher orders $(p \geq 5)$ with $p=q=r=s$, it is no longer possible to solve the nonlinear systems of equations for satisfying RKS property by symbolic manipulation packages [5]. It seems that this difficulty does not appear for methods with fewer stages. In this paper we constructed RKS methods of orders $p=5$ and $p=6$ with $r=s=3$.
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# The block LSMR algorithm for solving linear systems with multiple right-hand sides 

F. Toutounian* and M. Mojarrab


#### Abstract

LSMR (Least Squares Minimal Residual) is an iterative method for the solution of the linear system of equations and least-squares problems. This paper presents a block version of the LSMR algorithm for solving linear systems with multiple right-hand sides. The new algorithm is based on the block bidiagonalization and derived by minimizing the Frobenius norm of the residual matrix of normal equations. In addition, the convergence of the proposed algorithm is discussed. In practice, it is also observed that the Frobenius norm of the residual matrix decreases monotonically. Finally, numerical experiments from real applications are employed to verify the effectiveness of the presented method.
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## 1 Introduction

This paper is concerned with the solution of linear system of the form

$$
\begin{equation*}
A X=B, \quad A \in \mathbb{R}^{n \times n}, \quad B \in \mathbb{R}^{n \times s}, \quad s \ll n . \tag{1}
\end{equation*}
$$

If $A$ is large and sparse or sometimes not readily available, then iterative solvers may become the only choice. These solvers are categorized to the following three classes:

[^2]The first class is the global methods. The term global is due to Saad [34] and has been further expanded by Jbilou et al. [21] with the global FOM and GMRES algorithms for matrix equations. These methods are based on the use of a global projection process onto a matrix Krylov subspace. References on this class include $[2,7,8,12,13,13,21-23,25-27,32,33]$.

The second class is the seed methods. The main idea of this kind of methods is briefed below. We first select a single system as the seed system and generate the corresponding Krylov subspace. Then we project all the residuals of the other linear systems onto the same Krylov subspace to find new approximate solutions as initial approximations. See $[3,5,7,18,20,30,35]$ for details.

The last class is the block methods which are more suitable for dense systems with preconditioner. The first block solvers are the block conjugate gradient (Bl-CG) algorithm and the block biconjugate gradient (Bl-BCG) algorithm proposed in [28]. Variable Bl-CG algorithms for symmetric positive definite problems are implemented on parallel computers [19, 29]. If the matrix is symmetric, an adaptive block Lanczos algorithm and a block version of Minres method are devised in [17]. For nonsymmetric problems, the Bl-BCG algorithm $[6,28]$, the block generalized minimal residual (Bl-GMRES) algorithm $[1,1,4,7,9-11,36,37]$, the block quasi minimum residual (Bl-QMR) algorithm [14], the block BiCGStab (Bl-BICGSTAB) algorithm [31], the block Lanczos method [34] and the block least squares (Bl-LSQR) algorithm [15] have been developed.

In this paper, we present a block version of LSMR algorithm [4] for solving the problem (1). Our algorithm is based on the block bidiagonalization [9]. We construct a simple recurrence formula for generating the sequences of approximations $\left\{X_{k}\right\}$ such that the Frobenius norm of $A^{T} R_{k}$ decreases monotonically, where $R_{k}=B-A X_{k}$.

Throughout this paper, we use the following notations. For two $n \times s$ matrices $X$ and $Y$, we define the following inner product: $\langle X, Y\rangle=\operatorname{tr}\left(X^{T} Y\right)$, where $\operatorname{tr}(Z)$ denoted the trace of the square matrix $Z$. The associated norm is the Frobenius norm denoted by $\|\cdot\|_{F}$. We will use the notation $\langle\cdot, \cdot\rangle_{2}$ for the usual inner product in $\mathbb{R}^{n}$ and the associated norm denoted by $\|\cdot\|_{2}$. Finally, $0_{s}$ and $I_{s}$ will denote the zero and the identity matrices in $\mathbb{R}^{s \times s}$.

The remainder of this paper is organized as follows. In Section 2, we give a sketch of the LSMR method and its properties. In Section 3, we present the block version of the LSMR algorithm. In Section 4, the convergence of the presented algorithm is considered. In Section 5, some numerical experiments on test matrices from the University of Florida Sparse Matrix Collection(Davis [7]) are presented to show the efficiency of the method. Finally, we make some concluding remarks in Section 6.

## 2 The LSMR algorithm

In this section, we present a brief of the LSMR algorithm [4], which is an iterative method for solving real linear system of the form

$$
A x=b,
$$

where $A$ is a matrix of order $n$ and $x, b \in \mathbb{R}^{n}$.
LSMR algorithm uses an algorithm of Golub and Kahan [10], which is stated as procedure Bidiag 1 in [32] to reduce the augmented matrix $[b A]$ to the upper-diagonal form $\left[\beta_{1} e_{1} B_{k}\right]$, where $e_{1}$ denotes the first column of the identity matrix. The procedure Bidiag 1 can be described as follows.
Bidiag 1 (Starting vector $b$; reduction to lower bidiagonal form)

$$
\left.\begin{array}{l}
\beta_{1} u_{1}=b, \quad \alpha_{1} v_{1}=A^{T} u_{1}, \\
\beta_{i+1} u_{i+1}=A v_{i}-\alpha_{i} u_{i},  \tag{2}\\
\alpha_{i+1} v_{i+1}=A^{T} u_{i+1}-\beta_{i+1} v_{i},
\end{array}\right\} \quad i=1,2, \ldots
$$

The scalars $\alpha_{i} \geq 0$ and $\beta_{i} \geq 0$ are chosen so that $\left\|u_{i}\right\|_{2}=\left\|v_{i}\right\|_{2}=1$. With the definitions

$$
U_{k} \equiv\left[u_{1}, u_{2}, \ldots u_{k}\right], \quad V_{k} \equiv\left[v_{1}, v_{2}, \ldots, v_{k}\right], \quad B_{k} \equiv\left[\begin{array}{cccc}
\alpha_{1} & & & \\
\beta_{2} & \alpha_{2} & & \\
& \ddots & \ddots & \\
& & \beta_{k} & \\
& & & \alpha_{k} \\
& & & \beta_{k+1}
\end{array}\right]
$$

$$
L_{k+1}=\left[\begin{array}{ll}
B_{k} & \alpha_{k+1} e_{k+1}
\end{array}\right], \quad V_{k+1}=\left[\begin{array}{ll}
V_{k} & v_{k+1}
\end{array}\right]
$$

the recurrence relations (2) may be rewritten as

$$
\begin{aligned}
& U_{k+1}\left(\beta_{1} e_{1}\right)=b, \\
& A V_{k}=U_{k+1} B_{k}, \\
& A^{T} U_{k+1}=V_{k} B_{k}^{T}+\alpha_{k+1} v_{k+1} e_{k+1}^{T}=V_{k+1} L_{k+1}^{T} . \\
& A^{T} A V_{k}=A^{T} U_{k+1} B_{k}=V_{k+1} L_{k+1}^{T} B_{k}=V_{k+1}\left[\begin{array}{c}
B_{k}^{T} \\
\alpha_{k+1} e_{k+1}^{T}
\end{array}\right] B_{k}, \\
& \\
& =V_{k+1}\left[\begin{array}{c}
B_{k}^{T} B_{k} \\
\alpha_{k+1} \beta_{k+1} e_{k}^{T}
\end{array}\right] .
\end{aligned}
$$

This is equivalent to what would be generated by the symmetric Lanczos process with matrix $A^{T} A$ and starting vector $A^{T} b$. As we observe the procedure Bidiag1 will be stop if $A v_{i}-\alpha_{i} u_{i}=0$ or $A^{T} u_{i+1}-\beta_{i+1} v_{i}=0$, for some $i$. In exact arithmetic, we have $U_{k+1}^{T} U_{k+1}=I$ and $V_{k}^{T} V_{k}=I$, where $I$ is the identity matrix.

Hence using procedure Bidiag 1 the LSMR method constructs an approximation solution of the form $x_{k}=V_{k} y_{k}$ which solves the least-squares problem $\min _{y_{k}}\left\|A^{T} r_{k}\right\|$, where $r_{k}=b-A x_{k}$. The main steps of the LSMR algorithm can be summarized as follows.

```
Algorithm 1 LSMR algorithm
    Set \(\beta_{1} u_{1}=b, \alpha_{1} v_{1}=A^{T} u_{1}, \bar{\alpha}_{1}=\alpha_{1}, \bar{\zeta}_{1}=\alpha_{1} \beta_{1}, \rho_{0}=1, \bar{\rho}_{0}=1, \bar{c}_{0}=1\),
    \(\bar{s}_{0}=0, h_{1}=v_{1}, \overline{\mathrm{~h}}_{0}=0, x_{0}=0\),
    For \(k=1,2, \ldots\), until convergence Do:
        \(\beta_{k+1} u_{k+1}=A v_{k}-\alpha_{k} u_{k}\),
        \(\alpha_{k+1} v_{k+1}=A^{T} u_{k+1}-\beta_{k+1} v_{k}\),
        \(\rho_{k}=\left(\bar{\alpha}_{k}^{2}+\beta_{k+1}^{2}\right)^{\frac{1}{2}}\),
        \(c_{k}=\bar{\alpha}_{k} / \rho_{k}\),
        \(s_{k}=\beta_{k+1} / \rho_{k}\),
        \(\theta_{k+1}=s_{k} \alpha_{k+1}\),
        \(\bar{\alpha}_{k+1}=c_{k} \alpha_{k+1}\),
        \(\bar{\theta}_{k}=\bar{s}_{k-1} \rho_{k}\),
        \(\bar{\rho}_{k}=\left(\left(\bar{c}_{k-1} \rho_{k}\right)^{2}+\theta_{k+1}^{2}\right)^{\frac{1}{2}}\),
        \(\bar{c}_{k}=\bar{c}_{k-1} \rho_{k} / \bar{\rho}_{k}\),
        \(\bar{s}_{k}=\theta_{k+1} / \bar{\rho}_{k}\),
        \(\underline{\zeta}_{k}=\bar{c}_{k} \bar{\zeta}_{k}\),
        \(\bar{\zeta}_{k+1}=-\bar{s}_{k} \bar{\zeta}_{k}\),
        \(\bar{h}_{k}=h_{k}-\left(\bar{\theta}_{k} \rho_{k} /\left(\rho_{k-1} \bar{\rho}_{k-1}\right)\right) \bar{h}_{k-1}\),
        \(x_{k}=x_{k-1}+\left(\zeta_{k} /\left(\rho_{k} \bar{\rho}_{k}\right)\right) \bar{h}_{k}\),
        \(h_{k+1}=v_{k+1}-\left(\theta_{k+1} / \rho_{k}\right) h_{k}\),
        If \(\left|\bar{\zeta}_{k+1}\right|\) is small enough then stop,
    End Do.
```

More details about the LSMR algorithm can be found in [4].

## 3 The block LSMR method

We first recall the block Bidiag 1 algorithm [9]. This algorithm is the basis for our block LSMR method.

The block Bidiag 1 procedure constructs the sets of the $n \times s$ block vectors $V_{1}, V_{2}, \ldots$ and $U_{1}, U_{2}, \ldots$ such that $V_{i}^{T} V_{j}=0_{s}, U_{i}^{T} U_{j}=0_{s}$, for $i \neq j$, and $V_{i}^{T} V_{i}=I_{s}, U_{i}^{T} U_{i}=I_{s}$; and they form the orthonormal basis of $\mathbb{R}^{n \times k s}$.

Block Bidiag 1 (Starting matrix B; reduction to block lower bidiagonal form)

$$
\left.\begin{array}{l}
U_{1} B_{1}=B, \quad V_{1} A_{1}=A^{T} U_{1} \\
U_{i+1} B_{i+1}=A V_{i}-U_{i} A_{i}^{T}  \tag{3}\\
V_{i+1} A_{i+1}=A^{T} U_{i+1}-V_{i} B_{i+1}^{T},
\end{array}\right\} \quad i=1,2, \ldots, k,
$$

where $U_{i}, V_{i} \in \mathbb{R}^{n \times s} ; B_{i}, A_{i} \in \mathbb{R}^{s \times s}$, and $U_{1} B_{1}, V_{1} A_{1}, U_{i+1} B_{i+1}, V_{i+1} A_{i+1}$ are thin QR decompositions of the matrices $B, A^{T} U_{1}, A V_{i}-U_{i} A_{i}^{T}, A^{T} U_{i+1}-$ $V_{i} B_{i+1}^{T}$, respectively. With the definitions

$$
\bar{U}_{k} \equiv\left[U_{1}, U_{2}, \ldots, U_{k}\right], \bar{V}_{k} \equiv\left[V_{1}, V_{2}, \ldots, V_{k}\right], T_{k} \equiv\left[\begin{array}{llll}
A_{1}^{T} & & & \\
B_{2} & A_{2}^{T} & & \\
& \ddots & \ddots & \\
& & & \\
& & B_{k} & A_{k}^{T} \\
& & & B_{k+1}
\end{array}\right]
$$

the recurrence relations (3) may be rewritten as:

$$
\begin{aligned}
& \bar{U}_{k+1} E_{1} B_{1}=B \\
& A \bar{V}_{k}=\bar{U}_{k+1} T_{k} \\
& A^{T} \bar{U}_{k+1}=\bar{V}_{k} T_{k}^{T}+V_{k+1} A_{k+1} E_{k+1}^{T}
\end{aligned}
$$

where $E_{i}$ is the $(k+1) s \times s$ matrix which is zero except for the rows $i$ to $i+s$, which are the $s \times s$ identity matrix. We have also $\bar{V}_{k}^{T} \bar{V}_{k}=I_{k s}$ and $\bar{U}_{k+1}^{T} \bar{U}_{k+1}=I_{(k+1) s}$, where $I_{l}$ is the $l \times l$ identity matrix. We define

$$
\bar{L}_{k+1} \equiv\left[T_{k} E_{k+1} A_{k+1}^{T}\right]
$$

then

$$
\begin{align*}
& A^{T} \bar{U}_{k+1}=\bar{V}_{k+1} \bar{L}_{k+1}^{T} \\
& \begin{aligned}
A^{T} A \bar{V}_{k}=A^{T} \bar{U}_{k+1} T_{k}=\bar{V}_{k+1} \bar{L}_{k+1}^{T} T_{k} & =\bar{V}_{k+1}\left[\begin{array}{c}
T_{k}^{T} \\
A_{k+1} E_{k+1}^{T}
\end{array}\right] T_{k} \\
& =\bar{V}_{k+1}\left[\begin{array}{c}
T_{k}^{T} T_{k} \\
A_{k+1} E_{k+1}^{T} T_{k}
\end{array}\right]
\end{aligned}
\end{align*}
$$

At iteration $k$ we seek an approximate solution $X_{k}$ of the form

$$
\begin{equation*}
X_{k}=\bar{V}_{k} Y_{k}, \tag{5}
\end{equation*}
$$

where $Y_{k}$ is an $k s \times s$ matrix. Let $\bar{B}_{k} \equiv A_{k} B_{k}$ for all $k$. Since

$$
\begin{aligned}
A^{T} R_{k} & =A^{T} B-A^{T} A X_{k} \\
& =V_{1} A_{1} B_{1}-A^{T} A \bar{V}_{k} Y_{k}
\end{aligned}
$$

we have

$$
\begin{align*}
A^{T} R_{k} & =V_{1} \bar{B}_{1}-\bar{V}_{k+1}\left[\begin{array}{c}
T_{k}^{T} T_{k} \\
A_{k+1} E_{k+1}^{T} T_{k}
\end{array}\right] Y_{k} \\
& =\bar{V}_{k+1}\left(E_{1} \bar{B}_{1}-\left[\begin{array}{c}
T_{k}^{T} T_{k} \\
\bar{B}_{k+1} \bar{E}_{k}^{T}
\end{array}\right] Y_{k}\right) \tag{6}
\end{align*}
$$

where $\bar{E}_{k}$ is the $k s \times s$ matrix, which is zero except for $k$ th $s$ rows, which are the $s \times s$ identity matrix.

In the block LSMR algorithm, we would like to choose $Y_{k} \in \mathbb{R}^{k s \times s}$ which minimizes the Frobenius norm of $A^{T} R_{k}$. From (6), $A^{T} R_{k}$ can be written as

$$
A^{T} R_{k}=\bar{V}_{k+1}\left[\begin{array}{c}
\widetilde{E}_{1} \bar{B}_{1}-T_{k}^{T} T_{k} Y_{k}  \tag{7}\\
-\bar{B}_{k+1} \bar{E}_{k}^{T} Y_{k}
\end{array}\right]
$$

where $\widetilde{E}_{1}$ is the matrix obtained from $E_{1}$ by deleting its last block row. But since the columns of the matrix $\bar{V}_{k+1}$ are orthonormal, it follows that:
$\left\|A^{T} R_{k}\right\|_{F}^{2}=\left\|\left[\begin{array}{c}\widetilde{E}_{1} \bar{B}_{1}-T_{k}^{T} T_{k} Y_{k} \\ -\bar{B}_{k+1} \bar{E}_{k}^{T} Y_{k}\end{array}\right]\right\|_{F}^{2}=\left\|\widetilde{E}_{1} \bar{B}_{1}-T_{k}^{T} T_{k} Y_{k}\right\|_{F}^{2}+\left\|\bar{B}_{k+1} \bar{E}_{k}^{T} Y_{k}\right\|_{F}^{2}$.
We now define the linear operators $\chi_{k}$ and $\psi_{k}$ as follows.
For $Y \in \mathbb{R}^{k s \times s}$

$$
\chi_{k}(Y)=T_{k}^{T} T_{k} Y
$$

and

$$
\psi_{k}(Y)=\bar{B}_{k+1} \bar{E}_{k}^{T} Y
$$

Then the relation (8) can be expressed as

$$
\begin{equation*}
\left\|A^{T} R_{k}\right\|_{F}^{2}=\left\|\chi_{k}\left(Y_{k}\right)-\widetilde{E}_{1} \bar{B}_{1}\right\|_{F}^{2}+\left\|\psi_{k}\left(Y_{k}\right)\right\|_{F}^{2} \tag{9}
\end{equation*}
$$

Therefore, $Y_{k}$ minimizes the Frobenius norm of the quantity $A^{T} R_{k}$ if and only if it satisfies the following linear matrix equation

$$
\begin{equation*}
\chi_{k}^{T}\left(\chi_{k}\left(Y_{k}\right)-\widetilde{E}_{1} \bar{B}_{1}\right)+\psi_{k}^{T}\left(\psi_{k}\left(Y_{k}\right)\right)=0_{s} \tag{10}
\end{equation*}
$$

where the linear operators $\chi_{k}^{T}$ and $\psi_{k}^{T}$ are the transpose of the operators $\chi_{k}$ and $\psi_{k}$, respectively. Therefore, (10) is also written as the following

$$
\begin{equation*}
\left(T_{k}^{T} T_{k}\right)^{T}\left(T_{k}^{T} T_{k} Y_{k}-\widetilde{E}_{1} \bar{B}_{1}\right)+\left(\bar{B}_{k+1} \bar{E}_{k}^{T}\right)^{T}\left(\bar{B}_{k+1} \bar{E}_{k}^{T} Y_{k}\right)=0_{s} \tag{11}
\end{equation*}
$$

Hence, $Y_{k}$ is given by

$$
Y_{k}=\widehat{T}_{k}^{-1} F_{k}
$$

where
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$$
\begin{equation*}
\widehat{T}_{k}=\left(T_{k}^{T} T_{k}\right)^{2}+\bar{E}_{k} \bar{B}_{k+1}^{T} \bar{B}_{k+1} \bar{E}_{k}^{T}, \quad F_{k}=T_{k}^{T} T_{k} \widetilde{E}_{1} \bar{B}_{1} \tag{12}
\end{equation*}
$$

We define the matrix $\bar{T}_{k}$ as follows:

$$
\bar{T}_{k}=\left[\begin{array}{c}
T_{k}^{T} T_{k} \\
\bar{B}_{k+1} \bar{E}_{k}^{T}
\end{array}\right]=\left[\begin{array}{cccc}
\bar{A}_{1} & \bar{B}_{2}^{T} & & \\
\bar{B}_{2} & \bar{A}_{2} & \ddots & \\
& \ddots & \ddots & \bar{B}_{k}^{T} \\
& & \bar{B}_{k} & \bar{A}_{k} \\
& & & \bar{B}_{k+1}
\end{array}\right],
$$

where $\bar{A}_{i}=A_{i} A_{i}^{T}+B_{i+1}^{T} B_{i+1}$, for $i=1,2, \ldots, k$. Therefore

$$
\begin{equation*}
\widehat{T}_{k}=\bar{T}_{k}^{T} \bar{T}_{k}, \quad F_{k}=\left[\left(\bar{A}_{1} \bar{B}_{1}\right)^{T}\left(\bar{B}_{2} \bar{B}_{1}\right)^{T} 0_{s} \ldots 0_{s}\right]^{T}, \tag{13}
\end{equation*}
$$

and the approximate solution of the system (1) is given by

$$
X_{k}=\bar{V}_{k} \widehat{T}_{k}^{-1} F_{k} .
$$

Suppose that using the QR decomposition [11], we obtain a unitary matrix $\bar{Q}_{k}$ such that

$$
\bar{T}_{k}=\bar{Q}_{k}\left[\begin{array}{c}
\bar{R}_{k}  \tag{14}\\
0_{s \times k s}
\end{array}\right], \quad \bar{R}_{k}=\left[\begin{array}{rcccc}
\bar{\alpha}_{1} \bar{\beta}_{2} & \bar{\theta}_{3} & & & \\
\bar{\alpha}_{2} & \bar{\beta}_{3} & \bar{\theta}_{4} & & \\
& \ddots & \ddots & \ddots & \\
& & \bar{\alpha}_{k-2} & \bar{\beta}_{k-1} & \bar{\theta}_{k} \\
& & & \bar{\alpha}_{k-1} & \bar{\beta}_{k} \\
& & & & \bar{\alpha}_{k}
\end{array}\right],
$$

where $\bar{R}_{k}$ is upper triangular as shown and $\bar{\alpha}_{i}, \bar{\beta}_{i}, \bar{\theta}_{i}$ are the $s \times s$ matrices. So,

$$
X_{k}=\bar{V}_{k}\left(\bar{R}_{k}^{T} \bar{R}_{k}\right)^{-1} F_{k} .
$$

By setting

$$
\bar{P}_{k}=\bar{V}_{k} \bar{R}_{k}^{-1} \equiv\left[\begin{array}{llll}
P_{1} & P_{2} & \ldots P_{k}
\end{array}\right]
$$

and

$$
\bar{F}_{k}=\bar{R}_{k}^{-T} F_{k} \equiv\left[\begin{array}{lll}
\varphi_{1}^{T} & \varphi_{2}^{T} & \ldots \varphi_{k}^{T}
\end{array}\right]^{T},
$$

we have

$$
\begin{align*}
& P_{k}=\left(V_{k}-P_{k-2} \bar{\theta}_{k}-P_{k-1} \bar{\beta}_{k}\right) \bar{\alpha}_{k}^{-1}, \\
& X_{k}=X_{k-1}+P_{k} \varphi_{k} . \tag{15}
\end{align*}
$$

From (15) the residual $R_{k}$ is given by

$$
\begin{equation*}
R_{k}=R_{k-1}-A P_{k} \varphi_{k} \tag{16}
\end{equation*}
$$

where $A P_{k}$ can be computed from the previous $A P_{k}$ 's and $A V_{k}$ by the simple update

$$
A P_{k}=\left(A V_{k}-A P_{k-2} \bar{\theta}_{k}-A P_{k-1} \bar{\beta}_{k}\right) \bar{\alpha}_{k}^{-1}
$$

In addition, as [4], we show that the $\left\|R_{k}\right\|_{F}$ can be estimated by a simple formula. By transforming $T_{k}$ to block upper-bidiagonal form using a $Q R$ factorization: $\left[\begin{array}{c}\widehat{R}_{k} \\ 0\end{array}\right]=\widehat{Q}_{k+1} T_{k}$ with $\widehat{Q}_{k+1}=\widehat{P}_{k} \ldots \widehat{P}_{1}$, we have

$$
\begin{aligned}
R_{k} & =B-A X_{k} \\
& =U_{1} B_{1}-A \bar{V}_{k} Y_{k} \\
& =\bar{U}_{k+1}\left(E_{1} B_{1}-T_{k} Y_{k}\right) \\
& =\check{U}_{k+1} \widehat{Q}_{k+1}^{T}\left(\widehat{Q}_{k+1} E_{1} B_{1}-\left[\begin{array}{c}
\widehat{R}_{k} \\
0
\end{array}\right] Y_{k}\right) .
\end{aligned}
$$

Since the columns of the matrices $\widehat{Q}_{k+1}$ and $\bar{U}_{k+1}$ are orthonormal, we have

$$
\left\|R_{k}\right\|_{F}=\left\|\widehat{Q}_{k+1} E_{1} B_{1}-\left[\begin{array}{c}
\widehat{R}_{k}  \tag{17}\\
0
\end{array}\right] Y_{k}\right\|_{F}
$$

With definitions

$$
\widehat{Q}_{k+1} E_{1} B_{1}=\left[\begin{array}{lll}
\widetilde{\beta}_{1}^{T} & \ldots & \widetilde{\beta}_{k-1}^{T}  \tag{18}\\
\dot{\beta}_{k}^{T} & \ddot{\beta}_{k+1}^{T}
\end{array}\right]^{T}, \quad \widehat{R}_{k} Y=\left[\begin{array}{llll}
\widetilde{\tau}_{1}^{T} & \ldots & \widetilde{\tau}_{k-1}^{T} & \dot{\tau}_{k}^{T}
\end{array}\right]^{T}
$$

the following Lemma shows that we can estimate $\left\|R_{k}\right\|_{F}$ from just the last two blocks of $\widehat{Q}_{k+1} E_{1} B_{1}$ and the last block of $\widehat{R}_{k} Y_{k}$.

Lemma 1. In (17) and (18), $\widetilde{\beta}_{i}=\widetilde{\tau}_{i}$ for $i=1,2, \ldots, k-1$.

Proof. The proof is similar to that of Lemma 3.1 in [4] (see [28]).

For the Frobenius norm of $A^{T} R_{k}$, by using Theorem 1 (in section 4), we can also obtain the following simple formula:
$\left\|A^{T} R_{k}\right\|_{F}^{2}=\left\|A^{T} R_{k-1}\right\|_{F}^{2}-\left\|\varphi_{k}\right\|_{F}^{2}, \quad$ with $\left\|A^{T} R_{0}\right\|_{F}=\left\|\bar{B}_{1}\right\|_{F}=\left\|\varphi_{0}\right\|_{F}$.
Now we can summarize the above descriptions as the following algorithm.

```
Algorithm 2 Algorithm (Bl-LSMR )
    Set \(X_{0}=0_{n \times s}\),
    Set \(\bar{a}_{0}=0_{s}, \bar{b}_{-1}=0_{s}, \bar{b}_{0}=I_{s}, \bar{c}_{0}=0_{s}, \bar{d}_{-1}=0_{s}, \bar{d}_{0}=I_{s}\),
    Set \(P_{-1}=P_{0}=0_{n \times s}\),
    Compute \(U_{1} B_{1}=B, V_{1} A_{1}=A^{T} U_{1}\left(\mathrm{QR}\right.\) decomposition of \(B\) and \(\left.A^{T} U_{1}\right)\),
    Set \(\bar{B}_{1}=A_{1} B_{1}\),
    Set \(\varphi_{-1}=0_{s}, \varphi_{0}=-\bar{B}_{1}\),
    Set \(\left\|A^{T} R_{0}\right\|_{F}=\left\|\varphi_{0}\right\|_{F}\),
    For \(k=1,2, \ldots\), until convergence Do:
        \(\bar{W}_{k}=A V_{k}-U_{k} A_{k}^{T}\),
        \(U_{k+1} B_{k+1}=\bar{W}_{k}\left(\mathrm{QR}\right.\) decomposition of \(\left.\bar{W}_{k}\right)\),
        \(\bar{A}_{k}=A_{k} A_{k}^{T}+B_{k+1}^{T} B_{k+1}\),
        \(\bar{S}_{k}=A^{T} U_{k+1}-V_{k} B_{k+1}^{T}\),
        \(V_{k+1} A_{k+1}=\bar{S}_{k}\left(\mathrm{QR}\right.\) decomposition of \(\left.\bar{S}_{k}\right)\),
        \(\bar{B}_{k+1}=A_{k+1} B_{k+1}\),
        \(\dot{\beta}_{k}=\bar{d}_{k-2} \bar{B}_{k}^{T}\),
        \(\dot{\alpha}_{k}=\bar{c}_{k-1} \dot{\beta}_{k}+\bar{d}_{k-1} \bar{A}_{k}\),
        \(\bar{\beta}_{k}=\bar{a}_{k-1} \dot{\beta}_{k}+\bar{b}_{k-1} \bar{A}_{k}\),
        \(\bar{\theta}_{k}=\bar{b}_{k-2} \bar{B}_{k}^{T}\),
        Compute an unitary matrix \(\bar{Q}\left(\bar{a}_{k}, \bar{b}_{k}, \bar{c}_{k}, \bar{d}_{k}\right)\) such that
        \(\left[\begin{array}{cc}\bar{a}_{k} & \bar{b}_{k} \\ \bar{c}_{k} & \bar{d}_{k}\end{array}\right]\left[\begin{array}{c}\dot{\alpha}_{k} \\ \bar{B}_{k+1}\end{array}\right]=\left[\begin{array}{c}\bar{\alpha}_{k} \\ 0\end{array}\right]\),
        \(\varphi_{k}=-\bar{\alpha}_{k}^{-T}\left(\bar{\theta}_{k}^{T} \varphi_{k-2}+\bar{\beta}_{k}^{T} \varphi_{k-1}\right)\),
        \(P_{k}=\left(V_{k}-P_{k-2} \bar{\theta}_{k}-P_{k-1} \bar{\beta}_{k}\right) \bar{\alpha}_{k}^{-1}\),
        \(X_{k}=X_{k-1}+P_{k} \varphi_{k}\),
        \(R_{k}=R_{k-1}-A P_{k} \varphi_{k}\),
        \(\left\|A^{T} R_{k}\right\|_{F}^{2}=\left\|A^{T} R_{k-1}\right\|_{F}^{2}-\left\|\varphi_{k}\right\|_{F}^{2}\),
        If \(\left\|A^{T} R_{k}\right\|_{F}\) is small enough then stop,
    End Do.
```

The Bl-LSMR algorithm will be break down at step $k$, if $\bar{\alpha}_{k}$ is singular. This happens when the matrix $\left[\begin{array}{c}\dot{\alpha}_{k} \\ \bar{B}_{k+1}\end{array}\right]$ is not full rank. So the Bl-LSMR algorithm will not break down at step $k$, if $\bar{B}_{k+1}$ is nonsingular. We will not treat the problem of breakdown in this paper and we also assume that the matrices $\bar{B}_{k}$ 's produced by the Bl-LSMR algorithm are nonsingular.

We mention that, we can use the Bl-LSMR algorithm for computing a matrix solution X to the problem

$$
\operatorname{minimize}\|A X-B\|_{F}, \quad A \in \mathbb{R}^{m \times n}, \quad B \in \mathbb{R}^{m \times s}, \quad s \ll \min \{m, n\}
$$

where $m \geq n$ or $m \leq n$. In Section 5 , we present the results of the Bl-LSMR algorithm for this kind of problems.

## 4 The convergence of the Bl-LSMR algorithm

In this section, we aim at studying the convergence behavior of the Bl-LSMR method. We first give the following lemmas.

Lemma 2. Let $P_{i}, i=1,2, \ldots, k$, be the $n \times s$ auxiliary matrices produced by the Bl-LSMR algorithm and $R_{k}$ be the residual matrix associated with the approximate solution $X_{k}$ of the matrix equation(1). Then, we have

$$
\left(A^{T} A P_{k}\right)^{T} A^{T} R_{k}=0_{s}
$$

Proof. Using $\bar{P}_{k}=\bar{V}_{k} \bar{R}_{k}^{-1}$ and equation(4), we have

$$
\begin{align*}
A^{T} A P_{k} & =A^{T} A \bar{P}_{k} \bar{E}_{k} \\
& =A^{T} A \bar{V}_{k} \bar{R}_{k}^{-1} \bar{E}_{k} \\
& =\bar{V}_{k+1}\left[\begin{array}{c}
T_{k}^{T} T_{k} \\
\bar{B}_{k+1} \bar{E}_{k}^{T}
\end{array}\right] \bar{R}_{k}^{-1} \bar{E}_{k} . \tag{19}
\end{align*}
$$

From (19), and (7), we have

$$
\begin{aligned}
\left(A^{T} A P_{k}\right)^{T}\left(A^{T} R_{k}\right) & =\bar{E}_{k}^{T} \bar{R}_{k}^{-T}\left[T_{k}^{T} T_{k},\left(\bar{B}_{k+1} \bar{E}_{k}^{T}\right)^{T}\right] \bar{V}_{k+1}^{T} \bar{V}_{k+1}\left[\begin{array}{c}
\widetilde{E}_{1} \bar{B}_{1}-T_{k}^{T} T_{k} Y_{k} \\
-\bar{B}_{k+1} \bar{E}_{k}^{T} Y_{k}
\end{array}\right] \\
& =\bar{E}_{k}^{T} \bar{R}_{k}^{-T}\left(T_{k}^{T} T_{k}\left(\widetilde{E}_{1} \bar{B}_{1}-T_{k}^{T} T_{k} Y_{k}\right)-\left(\bar{B}_{k+1} \bar{E}_{k}^{T}\right)^{T} \bar{B}_{k+1} \bar{E}_{k}^{T} Y_{k}\right) \\
& =0_{s} . \quad(\text { from }(11))
\end{aligned}
$$

We note that $\bar{V}_{k+1}$ is orthonormal, thus $\bar{V}_{k+1}^{T} \bar{V}_{k+1}=I_{(k+1) s}$.

Lemma 3. Let $P_{i}, i=1,2, \ldots, k$, be the $n \times s$ auxiliary matrices produced by the Bl-LSMR algorithm. Then we have the following property

$$
P_{i}^{T} A^{T} A A^{T} A P_{i}=I_{s}
$$

Proof. Using (19), (12), (13) and (14), we have

$$
\left.\begin{array}{rl}
\left(A^{T} A P_{i}\right)^{T}\left(A^{T} A P_{i}\right) & =\left(\bar{V}_{i+1}\left[\begin{array}{c}
T_{i}^{T} T_{i} \\
\bar{B}_{i+1} \bar{E}_{i}^{T}
\end{array}\right] \bar{R}_{i}^{-1} \bar{E}_{i}\right)^{T}\left(\bar{V}_{i+1}\left[\begin{array}{c}
T_{i}^{T} T_{i} \\
\bar{B}_{i+1} \bar{E}_{i}^{T}
\end{array}\right] \bar{R}_{i}^{-1} \bar{E}_{i}\right) \\
& =\bar{E}_{i}^{T} \bar{R}_{i}^{-T}\left[T_{i}^{T} T_{i} \bar{B}_{i+1}^{T} \bar{E}_{i}\right]\left[\begin{array}{c}
T_{i}^{T} T_{i} \\
\bar{B}_{i+1} \bar{E}_{i}^{T}
\end{array}\right] \bar{R}_{i}^{-1} \bar{E}_{i} \\
& =\bar{E}_{i}^{T} \bar{R}_{i}^{-T} \bar{T}_{i}^{T} \bar{T}_{i} \bar{R}_{i}^{-T} \bar{E}_{i} \\
& =\bar{E}_{i}^{T} \bar{R}_{i}^{-T}\left[\bar{R}_{i}^{T} 0\right. \\
0_{k s \times s}
\end{array}\right] \bar{Q}_{i}^{T} \bar{Q}_{i}\left[\begin{array}{c}
\bar{R}_{i} \\
0_{s \times k s}
\end{array}\right] \bar{R}_{i}^{-1} \bar{E}_{i} .
$$

Theorem 1. Let $X_{k}$ be the approximate solution of (1), obtained from the Bl-LSMR algorithm. Then

$$
\left\|A^{T} R_{k}\right\|_{F} \leq\left\|A^{T} R_{k-1}\right\|_{F}
$$

where $R_{k}=B-A X_{k}$.
Proof. From(16), we have

$$
A^{T} R_{k-1}=A^{T} R_{k}+A^{T} A P_{k} \varphi_{k}
$$

Using Lemma 2, since $A^{T} R_{k}$ and $A^{T} A P_{k}$ are orthogonal, we have

$$
\left\|A^{T} R_{k-1}\right\|_{F}^{2}=\left\|A^{T} R_{k}\right\|_{F}^{2}+\left\|A^{T} A P_{k} \varphi_{k}\right\|_{F}^{2} .
$$

Thus

$$
\left\|A^{T} R_{k}\right\|_{F}^{2}=\left\|A^{T} R_{k-1}\right\|_{F}^{2}-\left\|A^{T} A P_{k} \varphi_{k}\right\|_{F}^{2}
$$

Using Lemma 3, we have

$$
\begin{aligned}
\left\|A^{T} R_{k}\right\|_{F}^{2} & =\left\|A^{T} R_{k-1}\right\|_{F}^{2}-\left\|\varphi_{k}\right\|_{F}^{2}, \\
\left\|A^{T} R_{k}\right\|_{F} & \leq\left\|A^{T} R_{k-1}\right\|_{F} .
\end{aligned}
$$

Theorem 1 is helpful in showing that if $\left\|\varphi_{k}\right\|_{F}$ is not very small in each iteration of the Bl-LSMR algorithm, then the Bl-LSMR algorithm will be stopped after a finite number of iterations. Otherwise, it is possible to occur stagnation. In this case, we can apply a reliable preconditioner for the block linear system of equations (1).

## 5 Numerical examples

In this section, we consider the system $A X=B$, where $A \in \mathbb{R}^{m \times n}, \quad B \in$ $\mathbb{R}^{m \times s}, X \in \mathbb{R}^{n \times s}$, and we present numerical results for several matrices taken from the University of Florida Sparse Matrix Collection (Davis [7]). These matrices with their properties are shown in Table 1. Our implementation is done on MATLAB version 07 on a PC machine with 4 GB RAM. Moreover, for the initial guess $X_{0}=0_{n \times s}$ and $B=\operatorname{rand}(m, s)$, where the function rand creates an $m \times s$ random matrix with the coefficients uniformly distributed in $[0,1]$. The stopping criteria is set to $\left\|A^{T} R_{k}\right\|_{F} /\left\|R_{k}\right\|_{F} \leq 10^{-10} \times\|A\|_{F}$.

Diagonal scaling was applied to the columns of $[A, B]$ to give a scaled problem $A X=B$, in which the columns of $[A, B]$ have unit 2-norm. By scaling, the number of iterations of Bl-LSMR for convergence reduced satisfactorily.

In Table 2, we give the ratio $t(s) / t(1)$, for $s=5,10,20$, and 30 , where $t(s)$ is the CPU time for Bl-LSMR algorithm and $t(1)$ is the CPU time obtained when applying LSMR for one right-hand side linear system. Note that the time obtained by LSMR for one right-hand side depends on which right-hand was used. So, $t(1)$ is the average of the times needed for the s right-hand sides using LSMR. The results of Table 2 show that the Bl-LSMR algorithm is effective and less expensive than the LSMR algorithm, because the indicator $t(s) / t(1)$ is less than $s$.

To show that the Frobenius norm of residual matrix decreases monotonically, we display the convergence history in Figure 1 for the systems corresponding to the matrices of Table 2 and Bl-LSMR algorithm. In this figure, the vertical axis and horizontal axis are the logarithm in base 10 of the Frobenius norm of residual matrix and the number of iterations to convergence, respectively. We observe that for all matrices the Frobenius norm of residual matrix decreases monotonically.

We display the convergence history of Bl-LSMR and Bl-LSQR in Figure 2 for the system corresponding to the matrix LPnetlib/lp_pilot. Figure 3 (left and right) shows both solvers reducing $\left\|A^{T} R_{k}\right\|_{F} /\left\|R_{k}\right\|_{F}$ and $\left\|R_{k}\right\|_{F}$ monotonically and similarly.
Table 1: Test problems information

| Matrix\Property | rows | columns | sym | nnz | id | Discipline |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Hamm/add32 | 4960 | 4960 | no | 19848 | 540 | Electronic circuit design |
| Simon/appu | 14000 | 14000 | no | 1853104 | 811 | Random sparse matrix used in the APP BENCHMARK |
| HB/fs6801 | 680 | 680 | no | 2184 | 149 | Chemical kinetics |
| HB/gre115 | 115 | 115 | no | 421 | 161 | Simulation studies in computer systems |
| HB/gr-30-30 | 900 | 900 | yes | 7744 | 159 | Partial differential equations |
| LPnetlib/lpadlittle | 56 | 138 | no | 424 | 596 | Linear programming problem |
| LPnetlib/lp_maros | 846 | 1966 | no | 10137 | 642 | Linear programming problem |
| LPnetlib/lp_pilot | 1441 | 4860 | no | 44375 | 654 | Linear programming problem |
| LPnetlib/lp_sc205 | 205 | 317 | no | 665 | 665 | Linear programming problem |
| Bai/pde2961 | 2961 | 2961 | no | 14585 | 324 | Partial differential equations |
| Bai/pde900 | 900 | 900 | no | 4380 | 325 | Partial differential equations |
| Bai/rdb3200l | 3200 | 3200 | no | 18880 | 1633 | Chemical engineering |
| HB/sherman4 | 1104 | 1104 | no | 3786 | 245 | Oil reservoir modeling |

Table 2: Effectiveness of Bl-LSMR algorithm measured $t(s) / t(1)$

| Matrix $\backslash$ s | 5 | 10 | 20 | 30 |
| :--- | :--- | :--- | :--- | :--- |
| Hamm/add32 | 0.47 | 0.95 | 3.07 | 5.39 |
| Simon/appu | 1.24 | 1.89 | 3.21 | 5.13 |
| HB/fs6801 | 0.27 | 0.38 | 0.97 | 1.19 |
| HB/gre115 | 0.99 | 0.51 | 3.41 | 8.57 |
| HB/gr-30-30 | 1.55 | 1.72 | 2.05 | 2.53 |
| LPnetlib/lpadlittle | 0.37 | 0.42 | 1.63 | 12.54 |
| LPnetlib/lp_maros | 2.92 | 3.75 | 6.79 | 12.36 |
| LPnetlib/lp_pilot | 2.40 | 4.95 | 15.90 | 22.92 |
| LPnetlib/lp_sc205 | 0.70 | 1.30 | 2.11 | 4.70 |
| Bai/pde2961 | 0.33 | 0.52 | 0.98 | 1.14 |
| Bai/pde900 | 0.49 | 0.72 | 1.10 | 1.47 |
| Bai/rdb3200l | 0.30 | 0.39 | 0.38 | 0.76 |
| HB/sherman4 | 0.37 | 0.50 | 0.54 | 1.03 |




Figure 1: Convergence history of the Bl-LSMR algorithm with $\mathrm{s}=20$


Figure 2: Bl-LSMR and Bl-LSQR solving a linear system $A X=B$ with $s=20$ : problem LPnetlib/lp_pilot

## 6 Conclusion

In this paper, we have presented a block version of LSMR algorithm for solving linear systems with multiple right-hand sides. We derived a simple recurrence formula for generating the sequence of approximate solutions $\left\{X_{k}\right\}$ such that the Frobenius norm of the quantity $A^{T} R_{k}$ decreases monotonically. In addition, we studied the convergence of the presented method. Besides, we showed that in absence of the break down condition, the presented algorithm always converges. Numerical results have shown that the new algorithm obtains the results which are effective and less expensive than the LSMR algorithm applied to each right-hand side.
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# A practical review of the Adomian decomposition method: computer implementation aspects 

A. Molabahrami


#### Abstract

In this paper, a practical review of the Adomian decomposition method, to extend the procedure to handle the strongly nonlinear problems under the mixed conditions, is given and the convergence of the algorithm is proved. For this respect, a new and simple way to generate the Adomian polynomials, for a general nonlinear function, is proposed. The proposed procedure, provides an explicit formula to calculate the Adomian polynomials of a nonlinear function. The efficiency of the approach will be shown by applying the procedure on several interesting integro-differential problems. The Mathematica programs generating the Adomian polynomials and Adomian solutions based on the procedures in this paper are designed.


Keywords: Adomian decomposition method; Adomian polynomials; Nonlinear integro-differential problems; Series solution; Strongly nonlinear problems; Explicit machine computation and programs.

## 1 Introduction

To construct series pattern solution for a problem with strong nonlinearity, it is necessary to construct nonlinear terms of the governing equation in the form of a series by using the components of the solution series. To the end, one of the best and suitable way is to use the Adomian polynomials. The so-called Adomian polynomials are used to deduce the recursive relation during the implementation of the Adomian decomposition method (ADM) while solving nonlinear problems. The main aim of the present paper is to provide a simple and new method to handle a strongly nonlinear problem by using ADM in the frame of a symbolic computer program so that by giving linear operator, it generates: initial guess, integral inverse of the linear operator, recursive relation and the terms of solution series automatically. To achieve this purpose, we first propose an explicit formula to calculate the

[^3]Adomian polynomials and the Adomian series of a general nonlinear function and implement the proposed algorithms in Mathematica. In this respect, we first outline the modifications of some definitions as already given in [8]. Let $u$ be a function of the parameter $\lambda$, whose Maclaurin series is given by

$$
\begin{equation*}
u(\lambda)=\sum_{n=0}^{+\infty} u_{n} \lambda^{n} \tag{1}
\end{equation*}
$$

This series is called the parametric series of $u$. Let $\phi$ be a function of the parameter $\lambda$, the $m$ th-order parametric derivative of $\phi$ is

$$
\begin{equation*}
\mathbb{D}_{m}[\phi]=\left.\frac{1}{m!} \frac{\partial^{m} \phi}{\partial \lambda^{m}}\right|_{\lambda=0} \tag{2}
\end{equation*}
$$

where $m \geq 0$ is an integer. The $m$ th-order Adomian polynomial of $\phi$ is

$$
\begin{equation*}
A_{m}(\phi(u))=\mathbb{D}_{m}[\phi(u(\lambda))] \tag{3}
\end{equation*}
$$

where $m \geq 0$ is an integer and $A_{m}(\phi(u))=A_{m}\left(\phi(u) ; u_{0}, u_{1}, \ldots, u_{m}\right)$.

Remark 1. For the case $0 \leq \lambda \leq 1$, the parametric series (1) and parametric derivative (2) reduce to homotopy series and homotopy derivative respectively [8].

Several algorithms [3,5,12,13] for symbolic programming have since been devised to efficiently generate the Adomian polynomials quickly to high orders, for example, a convenient formula for the Adomian polynomials is the rule of Rach, which reads (see Page 16 in [1] and Page 51 in [2])

$$
\begin{equation*}
A_{n}(f(u))=\sum_{k=1}^{n} f^{(k)}\left(u_{0}\right) C(k, n), n \geq 1 \tag{4}
\end{equation*}
$$

where the $C(k, n)$ are the sums of all possible products of $k$ components $u_{i}, i=1,2, \ldots, n-k+1$, whose subscripts sum to $n$, divided by the factorial of the number of repeated subscripts. An equivalent expression of Equation (4) is

$$
\begin{equation*}
A_{n}(f(u))=\sum_{p_{1}+2 p_{2}+\ldots+n p_{n}=n} f^{\left(p_{1}+p_{2}+\ldots+p_{n}\right)}\left(u_{0}\right) \prod_{s=1}^{n} \frac{u_{s}^{p_{s}}}{p_{s}!}, n \geq 1 \tag{5}
\end{equation*}
$$

In the present paper, we propose an explicit formula to calculate the $C(k, n)$ in (4) and we show that for rapid computer-generation of the Adomian polynomials there is no need to use the (5).

## 2 Adomian polynomials for a general function

In this section, we first outline two theorems as already given in [7,10]. Then using them, we propose a new theorem which provides a new and simple way to calculate the Adomian polynomials for a general smooth function. Here, we mention them with a minor modification. For simplicity, we use the following notation

$$
\widehat{u}_{m, n}=\sum_{i=n}^{m} u_{i} \lambda^{i}
$$

Theorem 1. For function $f(u)=u^{k}$, the corresponding mth-order Adomian polynomial is given by

$$
\begin{align*}
A_{m}\left(u^{k}\right)=\sum_{r_{1}=0}^{m} u_{m-r_{1}} & \sum_{r_{2}=0}^{r_{1}} u_{r_{1}-r_{2}} \sum_{r_{3}=0}^{r_{2}} u_{r_{2}-r_{3}} \ldots \\
& \sum_{r_{k-2}=0}^{r_{k-3}} u_{r_{k-3}-r_{k-2}} \sum_{r_{k-1}=0}^{r_{k-2}} u_{r_{k-2}-r_{k-1}} u_{r_{k-1}} \tag{6}
\end{align*}
$$

where $m \geq 0$ and $k \geq 0$ are positive integers.
Proof. Considering the definition (2), refer to [10].
Theorem 2. For parametric series (1), it holds

$$
\mathbb{D}_{m}[f(u(\lambda))]=\mathbb{D}_{m}\left[f\left(\widehat{u}_{m, 0}\right)\right]
$$

where $f$ is a smooth function.
Proof. Refer to [7].
Corollary 1. From Theorem 1, we find

$$
\begin{equation*}
u^{k}(\lambda)=\left(\sum_{n=0}^{+\infty} u_{n} \lambda^{n}\right)^{k}=u_{0}^{k}+\sum_{m=1}^{+\infty} A_{m}\left(u^{k}\right) \lambda^{m} \tag{7}
\end{equation*}
$$

where the Adomian polynomials $A_{m}\left(u^{k}\right)$ are given by (6) .
Remark 2. It is clear that $A_{m}\left(u^{k}\right)$ in Theorem 1 can easily be calculated by a simple code by using a symbolic software such as Mathematica. For this respect, the Code. 1, reported in Appendix, can be used in Mathematica. For instance, by ADPforPowerLaw $[4,6]$, the $A_{4}\left(u^{6}\right)$ is calculated as follows

$$
A_{4}\left(u^{6}\right)=15 u_{0}^{2} u_{1}^{4}+60 u_{0}^{3} u_{1}^{2} u_{2}+15 u_{0}^{4} u_{2}^{2}+30 u_{0}^{4} u_{1} u_{3}+6 u_{0}^{5} u_{4} .
$$

Corollary 2. From Theorem 2, for $m \geq n$, we find

$$
\mathbb{D}_{m}\left[\left(f\left(\widehat{u}_{\infty, n}\right)\right]=\mathbb{D}_{m}\left[f\left(\widehat{u}_{m, n}\right)\right]\right.
$$

where $f$ is a smooth function.
Corollary 3. From Corollary 2 and Theorem 1, for $m \geq k$, we find

$$
\begin{equation*}
\mathbb{D}_{m}\left[\left(\hat{u}_{m, 1}\right)^{k}\right]=\sum_{r_{1}=0}^{m-1} \sum_{\substack{r_{2}=0 \\ r_{2} \neq r_{1}}}^{r_{1}} \ldots \sum_{\substack{r_{k-2}=0 \\ r_{k-2} \neq r_{k-3}}}^{r_{k-3}} \sum_{\substack{r_{k-1}=0 \\ r_{k-1} \neq r_{k-2}}}^{r_{k-2}} u_{r_{k-1}} \prod_{j=0}^{k-2} u_{r_{j}-r_{j+1}} \tag{8}
\end{equation*}
$$

where $r_{0}=m$.
Corollary 4. It is easy to see that

$$
\mathbb{D}_{m}\left[\left(\hat{u}_{m, 1}\right)^{k}\right]=\left\{\begin{array}{l}
0, m<k  \tag{9}\\
u_{1}^{k}, m=k
\end{array}\right.
$$

Corollary 5. Let $k n \geq m+1$ and $n \geq 1$, we find

$$
\mathbb{D}_{m}\left[\left(\widehat{u}_{\infty, n}\right)^{k}\right]=0
$$

Remark 3. A sample Mathematica program for $\mathbb{D}_{m}\left[\left(\hat{u}_{m, 1}\right)^{k}\right]$ in (8) is given by the Code. 2 reported in Appendix. An alternative way is to use the Theorem 1 by taking $u_{0}=0$. To achieve this purpose, In Code 1, in the last command, the Expand $\left[D_{k, m}\right]$ is replaced by Expand $\left[D_{k, m}\right] / . u_{0} \rightarrow 0$.

The following theorem provides a suitable and simple way to construct a recurrent relation for a general smooth function appeared within a structure with nonlinear terms in the equations.

Theorem 3. Assume that $f(u)$ has the Taylor expansion with respect to $u_{0}$, then

$$
\begin{equation*}
A_{m}(f(u))=\sum_{k=1}^{m} \frac{f^{(k)}\left(u_{0}\right)}{k!} \mathbb{D}_{m}\left[\left(\widehat{u}_{m, 1}\right)^{k}\right] . \tag{10}
\end{equation*}
$$

Proof. Expanding $f(u)$ in Taylor series with respect to $u_{0}$, one has

$$
\begin{equation*}
f(u)=f\left(u_{0}\right)+\sum_{k=1}^{+\infty} \frac{f^{(k)}\left(u_{0}\right)}{k!}\left(u-u_{0}\right)^{k} . \tag{11}
\end{equation*}
$$

From the (11), we have

$$
A_{m}[f(u)]=\mathbb{D}_{m}\left[\sum_{k=1}^{\infty} \frac{f^{(k)}\left(u_{0}\right)}{k!}\left(u(\lambda)-u_{0}\right)^{k}\right]
$$

recalling the Corollaries 5 and 2, we find

$$
A_{m}(f(u))=\sum_{k=1}^{m} \frac{f^{(k)}\left(u_{0}\right)}{k!} \mathbb{D}_{m}\left[\left(u(\lambda)-u_{0}\right)^{k}\right]=\sum_{k=1}^{m} \frac{f^{(k)}\left(u_{0}\right)}{k!} \mathbb{D}_{m}\left[\left(\widehat{u}_{m, 1}\right)^{k}\right]
$$

This ends the proof.

Remark 4. The expansion (11) is rigorously guaranteed by the CauchyKovaleski theorem. In fact, by using this theorem the Taylor expansion about the function $u_{0}(x)$ can be seen as an expansion in Banach space [4].

Remark 5. The expression $\mathbb{D}_{m}\left[\left(\widehat{u}_{m, 1}\right)^{k}\right]$ in (10) can easily be calculated by (8) or Theorem 1 with taking $u_{0}=0$.

Corollary 5. From Theorem 3, we find

$$
\begin{equation*}
f(u(\lambda))=f\left(u_{0}\right)+\sum_{m=1}^{+\infty} w_{m} \lambda^{m} \tag{12}
\end{equation*}
$$

where $w_{m}=A_{m}(f(u))$ can be calculated by (10).
Remark 6. To calculate $A_{m}(f(u))$, the Code. 3, which is given in the Appendix, can be used in Mathematica. Using the AdomianPolynomial $[f[u], m]$, for $m=1,2,3,4$, the corresponding Adomian polynomials are given as follows

$$
\begin{aligned}
& A_{1}(f(u))=u_{1} f^{\prime}\left(u_{0}\right), \\
& A_{2}(f(u))=u_{2} f^{\prime}\left(u_{0}\right)+\frac{1}{2} u_{1}^{2} f^{\prime \prime}\left(u_{0}\right), \\
& A_{3}(f(u))=u_{3} f^{\prime}\left(u_{0}\right)+u_{1} u_{2} f^{\prime \prime}\left(u_{0}\right)+\frac{1}{6} u_{1}^{3} f^{\prime \prime \prime}\left(u_{0}\right), \\
& A_{4}(f(u))=u_{4} f^{\prime}\left(u_{0}\right)+\frac{1}{48}\left(24 u_{2}^{2}+48 u_{1} u_{3}\right) f^{\prime \prime}\left(u_{0}\right)+\frac{1}{2} u_{1}^{2} u_{2} f^{\prime \prime \prime}\left(u_{0}\right)+\frac{1}{24} u_{1}^{4} f^{(4)}\left(u_{0}\right) .
\end{aligned}
$$

Also, the Code. 4, reported in Appendix, shows an alternative way to calculate the Adomian polynomials by using the (3) and Corollary 2.

### 2.1 An improvement for the Rach's rule

According to (4) and Theorem 3, we find

$$
C(k, n)=\frac{1}{n!} \mathbb{D}_{n}\left[\left(\widehat{u}_{n, 1}\right)^{k}\right]
$$

thus, the Rach's rule gets its explicit presentation.

## 3 A practical review of the Adomian decomposition method

In this section, we propose a practical review of the ADM and implementation it as an automatic program in the frame of a symbolic software such as Mathematica.

Adomian decomposition method [1], was first proposed by Adomian in 1988 and was further developed and improved by Adomian [2,3]. To illustrate the ADM for solving a general nonlinear problem, consider the following nonlinear problem

$$
\left\{\begin{array}{l}
\mathcal{N}(u)=f,  \tag{13}\\
\mathbb{B}(u)=f_{0},
\end{array}\right.
$$

where $\mathcal{N}$ is a general nonlinear operator, $\mathbb{B}$ is a linear initial/boundary operator, $u$ is the unknown function that will be determined and $f$ and $g$ are given functions. An especial case of (13), $f=0$, was given in [9]. The ADM consists in looking for the solution of Equation (13) in the series form

$$
\begin{equation*}
u=u_{0}+\sum_{n=1}^{+\infty} u_{n} \tag{14}
\end{equation*}
$$

where $u_{0}$ is an initial guess and has the property

$$
\begin{equation*}
\mathbb{B}\left(u_{0}\right)=f_{0} \tag{15}
\end{equation*}
$$

and the other components of the solution series (14) have the property

$$
\begin{equation*}
\mathbb{B}\left(u_{n}\right)=0, n \geq 1 \tag{16}
\end{equation*}
$$

Thus, from (15) and (16) the solution series given by (14), satisfies the conditions of (13). For the nonlinear conditions, the ADM needs an improvement.

To construct series pattern solution, (14) by ADM, in the first step the nonlinear operator $\mathcal{N}$ is decomposed as

$$
\begin{equation*}
\mathcal{N}(u)=L(u)+N(u), \tag{17}
\end{equation*}
$$

where $L$ is a linear operator and $N=\mathcal{N}-L$. To continue in ADM, the nonlinear operator $N$ is decomposed as

$$
\begin{equation*}
N(u)=\sum_{n=0}^{+\infty} A_{n} \tag{18}
\end{equation*}
$$

where $A_{n}$ is the $n$ th-order Adomian polynomial of $N$. Using (17), the Equation (13) becomes

$$
\left\{\begin{array}{l}
L(u)+N(u)=f,  \tag{19}\\
\mathbb{B}(u)=f_{0},
\end{array}\right.
$$

by ignoring the condition $\mathbb{B}(u)=f_{0}$, the solution of Equation (19) satisfies

$$
\begin{equation*}
u=u_{g}+L^{-1}[f]-L^{-1}[N(u)], \tag{20}
\end{equation*}
$$

where $u_{g}$ is the general solution of the linear equation $L(u)=0$ and $L^{-1}$ is the integral inverse of $L$. Now, by substituting (14) in (20) and considering (18), we get

$$
\left\{\begin{array}{l}
u_{0}=u_{g},  \tag{21}\\
u_{n}=\left(1-\chi_{n}\right) L^{-1}[f]-L^{-1}\left[A_{n-1}\right], n \geq 1 .
\end{array}\right.
$$

where

$$
\chi_{n}=\left\{\begin{array}{l}
0, n \leq 1 \\
1, n \geq 2
\end{array}\right.
$$

Recalling the condition $\mathbb{B}(u)=f_{0}$, we have

$$
\left\{\begin{array}{l}
u_{0}=\mathbb{B}\left(u_{g}\right)=u_{g}^{*}  \tag{22}\\
\mathbb{B}\left(u_{n}\right)=0, n \geq 1
\end{array}\right.
$$

Thus, the recurrent relation to find a series pattern solution of Equation (13) by means of ADM is

$$
\left\{\begin{array}{l}
u_{0}=u_{g}^{*}  \tag{23}\\
u_{n}=\left(1-\chi_{n}\right) L^{-1}[f]-L^{-1}\left[A_{n-1}\right], \mathbb{B}\left(u_{n}\right)=0,
\end{array}\right.
$$

let $u$ Particular $=L^{-1}\left[-A_{n-1}\right]+\left(1-\chi_{n}\right) L^{-1}[f]$, then, for $n \geq 1$, we find

$$
\left\{\begin{array}{l}
u_{0}=u_{g}^{*}  \tag{24}\\
u_{n}=u \text { Particular }+u \text { ParticularStar },
\end{array}\right.
$$

where $u$ ParticularStar $=\mathbb{B}\left(L^{-1}\left[A_{n-1}\right]\right)-\left(1-\chi_{n}\right)\left(\mathbb{B}\left(L^{-1}[f]\right)\right)$. It is important to notice that the definition of the integral inverse $L^{-1}$ in (23), depends on the condition (16). $L^{-1}$ in (24) can be defined such that the $L^{-1}[*]$ gives a particular solution of the equation $L(u)=*$.
Remark 7. It should be emphasized that the main step of the ADM is to choose a proper linear operator. According to (24), the linear operator should be defined so that

1. The following problem has a solution

$$
\left\{\begin{array}{l}
L\left(u_{0}\right)=0,  \tag{25}\\
\mathbb{B}\left(u_{0}\right)=f_{0} .
\end{array}\right.
$$

According to the Equations (20) and (21), the problem (25) gives the initial guess.
2. The following equation has a solution

$$
\begin{equation*}
\mathbb{B}\left(L^{-1}\left[A_{n-1}\right]\right)-(1-\chi(n)) \mathbb{B}\left(L^{-1}[f]\right)=\mathbb{B}\left(u_{g}\right) \tag{26}
\end{equation*}
$$

where $n \geq 1$. This equation helps to define the integral inverse of $L$.
3. The solution series, given by (14), is convergent. For this respect, some conditions have been given in [11].

### 3.1 Decomposition series and convergence analysis

An important hypothesis in ADM is the composition of the nonlinear operator $N$ as shown in (18). There are some serious questions about (18) such as, from where does the series $\sum_{n=0}^{+\infty} A_{n}$ derive? Does it always converge? Is its sum really $N$ ? What are the other series that we could use instead of $\sum_{n=0}^{+\infty} A_{n}$ ? In order to answer these questions, and also, in order to explain some other issues, Gabet proposed a theory which explains and justifies the practical method [6]. In this subsection, we answer to the above mentioned questions by using the results of the section 2 .

To derive (18), from (12), under the assumptions of the Theorem 3, we have

$$
\begin{equation*}
N(u(\lambda))=N\left(u_{0}\right)+\sum_{n=1}^{+\infty} A_{n} \lambda^{n} \tag{27}
\end{equation*}
$$

where $A_{n}$ is the $n$ th-order Adomian polynomial of $N$. Let the parametric series (1) is convergent at $\lambda=1$ and $s=\sum_{n=0}^{+\infty} u_{n}$, then

$$
\begin{equation*}
N(s)=A_{0}+\sum_{n=1}^{+\infty} A_{n} \tag{28}
\end{equation*}
$$

According to the (23), it is clear that if the solution series (14) is convergent to $s$, then the decomposition series $\sum_{n=0}^{+\infty} A_{n}$ converges to $f-L(s)$. On the other hand, according to the (23), the decomposition series $\sum_{n=0}^{+\infty} A_{n}$ converges to $N(s)$. Therefore, if the solution series given by ADM, of the form (14) generated by (24), is convergent, then it must be an exact solution of the considered nonlinear problem, denoted by (13). Bearing in mind the above discussion, we can express the following theorem on the convergency of the ADM.

Theorem 4. Assume that the $A D M$ solution series given by (14) and (24) is convergent, then, under the assumptions of the Theorem 3, it must be an exact solution of the (13).

## 4 Test examples

To show the efficiency of Theorem 4, described in the previous section, some examples are presented. We consider the $m$ th-order nonlinear integrodifferential equation with variable coefficients

$$
\begin{equation*}
\sum_{r=0}^{m} f_{r}(x) u^{(r)}(x)+\lambda \int_{a}^{\beta} K(x, t) F(u(t)) d t=g(x), x \in[a, b] \tag{29}
\end{equation*}
$$

where $F(u(x))$ is a function of $u(x), K(x, t)$ is the kernel of the integrodifferential equation, $\lambda$ is a parameter, $g(x)$ is the data function, $f_{r}(x)$ is a function with respect to $x, u(x)$ is the unknown function that will be determined. For the Fredholm and Volterra kinds we take $\beta=b$ and $\beta=x$ respectively. We consider Equation (29) under the mixed conditions

$$
\begin{equation*}
\sum_{r=0}^{m-1}\left(a_{r j} u^{(r)}(a)+b_{r j} u^{(r)}(b)+c_{r j} u^{(r)}(c)\right)=\mu_{j}, \quad j=0,1,2, \ldots, m-1 \tag{30}
\end{equation*}
$$

where $a_{r j}, b_{r j}, c_{r j}$ and $\mu_{j}$ are constants, and $c, a<c<b$, is a constant. For the linear case, it is assumed that $F(u(x))=u(x)$. The computations will be performed using the program $\boldsymbol{A D M f o r I D E s}$ reported in the appendix. The program $\boldsymbol{A} \boldsymbol{D} \boldsymbol{M f o r I D E s}$ has designed in a general manner so that, for a given problem and its related linear operator, it calculates the integral inverse of the linear operator, initial guess, recursive relation and the terms of solution series automatically.

For Examples 1-4, we choose the linear operator as follows

$$
\begin{equation*}
L(u(x))=\frac{d^{2}}{d x^{2}} u(x) \tag{31}
\end{equation*}
$$

therefore, from the (22) and (31), we find

$$
\begin{equation*}
u_{0}(x)=x . \tag{32}
\end{equation*}
$$

We emphasize that no attempt has been made here to obtain all solutions of a given problem.

Example 1. Consider the following nonlinear problem

$$
\left\{\begin{array}{l}
u^{\prime \prime}(x)+x u^{\prime}(x)-u(x)+x \int_{0}^{\frac{\pi}{2}} t \sin (u(t)) d t=x  \tag{33}\\
u\left(\frac{1}{2}\right)+u^{\prime}(0)=\frac{3}{2}, 2 u\left(\frac{1}{2}\right)+u^{\prime}(1)=2
\end{array}\right.
$$

An exact solution is $u(x)=x$. Starting by (32), the recurrent relation (24) gives

$$
u_{n}(x)=0, n \geq 1
$$

therefore, using the ADM, the exact solution of Equation (33) is obtained as follows

$$
\begin{equation*}
u(x)=u_{0}(x)+\sum_{n=1}^{+\infty} u_{n}(x)=x \tag{34}
\end{equation*}
$$

Computations have been carried out by program ADMforIDEs. The list of commands is as follows
conditions $\left[u_{-}\right]:=\left\{\left(u[x] / . x \rightarrow \frac{1}{2}\right)+(\mathrm{D}[u[x], x] / . x \rightarrow 0)-\frac{3}{2}\right.$,
$\left.2 *\left(u[x] / \cdot x \rightarrow \frac{1}{2}\right)+(\mathrm{D}[u[x], x] / . x \rightarrow 1)-2\right\} ;$
Lcoefficients $=\{0,0,1\} ;$
Problemcoefficients $=\{-1, x, 1\}$;
ADMforIDEs $\left[\operatorname{Sin}[u], x, x * t, 0, \frac{\pi}{2}, 1,2,5\right]$
Example 2. Consider the following nonlinear problem

$$
\left\{\begin{array}{l}
u^{\prime \prime}(x)+x u^{\prime}(x)-u(x)+2 x \int_{0}^{x} t e^{-u^{2}(t)} d t=x-x e^{-x^{2}},  \tag{35}\\
u\left(\frac{1}{2}\right)+u^{\prime}(0)=\frac{3}{2}, 2 u\left(\frac{1}{2}\right)+u^{\prime}(1)=2 .
\end{array}\right.
$$

The exact solution is $u(x)=x$. Using the recurrent relation (24) with initial guess (32), we find

$$
u_{n}(x)=0, n \geq 1
$$

therefore, the ADM gives the exact solution of Equation (35) as follows

$$
\begin{equation*}
u(x)=u_{0}(x)+\sum_{n=1}^{+\infty} u_{n}(x)=x \tag{36}
\end{equation*}
$$

Computations have been carried out with the help of the program $\boldsymbol{A D M}$ forIDEs. The list of commands is as follows
conditions $\left[u_{-}\right]:=\left\{\left(u[x] / . x \rightarrow \frac{1}{2}\right)+(\mathrm{D}[u[x], x] / . x \rightarrow 0)-\frac{3}{2}\right.$,
$\left.2 *\left(u[x] / . x \rightarrow \frac{1}{2}\right)+(\mathrm{D}[u[x], x] / . x \rightarrow 1)-2\right\} ;$
Lcoefficients $=\{0,0,1\}$;
Problemcoefficients $=\{-1, x, 1\}$;
ADMforIDEs[Exp $\left.\left[-u^{2}\right], x-x * \operatorname{Exp}\left[-x^{2}\right], 2 * x * t, 0, x, 1,2,5\right]$
Example 3. Consider the following nonlinear problem

$$
\left\{\begin{array}{l}
u^{\prime \prime}(x)+x u^{\prime}(x)-u(x)+(2 m+2) x \int_{0}^{1} t u^{2 m}(t) d t=x  \tag{37}\\
u\left(\frac{1}{2}\right)+u^{\prime}(0)=\frac{3}{2}, 2 u\left(\frac{1}{2}\right)+u^{\prime}(1)=2
\end{array}\right.
$$

where $m$ is a positive integer. An exact solution is $u(x)=x$. Recalling the recurrent relation (24) and initial guess (32), we obtain

$$
u_{n}(x)=0, n \geq 1
$$

therefore, the ADM obtains the exact solution of Equation (37) as follows

$$
\begin{equation*}
u(x)=u_{0}(x)+\sum_{n=1}^{+\infty} u_{n}(x)=x \tag{38}
\end{equation*}
$$

To achieve the computations by program $\boldsymbol{A} \boldsymbol{D} \boldsymbol{M} \boldsymbol{f o r} \boldsymbol{I D E s}$, the list of commands is as follows
conditions $\left[u_{-}\right]:=\left\{\left(u[x] / . x \rightarrow \frac{1}{2}\right)+(\mathrm{D}[u[x], x] / . x \rightarrow 0)-\frac{3}{2}\right.$,
$\left.2 *\left(u[x] / . x \rightarrow \frac{1}{2}\right)+(\mathrm{D}[u[x], x] / . x \rightarrow 1)-2\right\} ;$
Lcoefficients $=\{0,0,1\}$;
Problemcoefficients $=\{-1, x, 1\}$;
$\$$ Assumptions $=m>0 \& \&$ Element[ $m$, Integers];
Refine[ADMforIDEs $\left[u^{2 m}, x,(2 m+2) * x * t, 0,1,1,2,5\right]$ ]
Example 4. Consider the following nonlinear problem

$$
\left\{\begin{array}{l}
u^{\prime \prime}(x)+x u^{\prime}(x)-u(x)+\frac{4 m+1}{2 m} x \int_{0}^{1} t \sqrt[2 m]{u(t)} d t=x,  \tag{39}\\
u\left(\frac{1}{2}\right)+u^{\prime}(0)=\frac{3}{2}, 2 u\left(\frac{1}{2}\right)+u^{\prime}(1)=2,
\end{array}\right.
$$

where $m$ is a positive integer. An exact solution is $u(x)=x$. Putting to use the recurrent relation (24) and initial guess (32), we get

$$
u_{n}(x)=0, n \geq 1
$$

therefore, the ADM leads to the exact solution of Equation (39) as follows

$$
\begin{equation*}
u(x)=u_{0}(x)+\sum_{n=1}^{+\infty} u_{n}(x)=x . \tag{40}
\end{equation*}
$$

For performing the computations with the help of the program $\boldsymbol{A D M}$ forIDEs, the list of commands is as follows
conditions $\left[u_{-}\right]:=\left\{\left(u[x] / . x \rightarrow \frac{1}{2}\right)+(\mathrm{D}[u[x], x] / . x \rightarrow 0)-\frac{3}{2}\right.$,
$\left.2 *\left(u[x] / . x \rightarrow \frac{1}{2}\right)+(\mathrm{D}[u[x], x] / . x \rightarrow 1)-2\right\} ;$
Lcoefficients $=\{0,0,1\} ;$
Problemcoefficients $=\{-1, x, 1\}$;
\$Assumptions $=m>0 \& \&$ Element[ $m$, Integers];
Refine[ADMforIDEs $\left.\left[\sqrt[2 m]{u}, x, \frac{4 m+1}{2 m} * x * t, 0,1,1,2,5\right]\right]$
Remark 8. In Examples 1-4, the first-order iteration gives the exact solution.

Example 5. Consider the following problem

$$
\left\{\begin{array}{l}
u^{\prime}(x)+u(x)-\int_{0}^{1} u(t) d t=\frac{1}{2}\left(\frac{1}{e^{2}}-1\right)  \tag{41}\\
u(0)=1
\end{array}\right.
$$

we choose the linear operator as follows

$$
\begin{equation*}
L(u(x))=\frac{d}{d x} u(x)+u(x) \tag{42}
\end{equation*}
$$

therefore, from the (22) and (42), we find $u_{0}(x)=e^{-x}$. Putting to use the recurrent relation (24) and obtained initial guess, we have

$$
u_{n}(x)=\frac{1}{2}(e-1)^{2}\left(e^{x}-1\right) e^{-x-n-1}, n \geq 1
$$

therefore, the ADM leads to the exact solution of Equation (39) as follows

$$
\begin{equation*}
u(x)=u_{0}(x)+\sum_{n=1}^{+\infty} u_{n}(x)=\frac{1}{2} e^{-x-1}\left(-e^{x}+e^{x+1}+1+e\right) . \tag{43}
\end{equation*}
$$

For performing the computations with the help of the program $\boldsymbol{A D M}$ forIDEs, the list of commands is as follows
conditions $\left[u_{-}\right]:=\{(u[x] / . x \rightarrow 0)-1\} ;$
Lcoefficients $=\{1,1\} ;$
Problemcoefficients $=\{1,1\}$;
ADMforIDEs $\left[u, \frac{1}{2}\left(\frac{1}{e^{2}}-1\right), 1,0,1,-1,1,5\right]$
Remark 9. The program $\boldsymbol{A} \boldsymbol{D} \boldsymbol{M} \boldsymbol{f o r} \boldsymbol{I D E s}$, reported in the Appendix, monitors some terms of the solution series, the number of the terms is given by SolutionOrder. To generate the general term of the solution series (if possible) and the closed form of the solution series (if possible), the user must be added the following commands to the end of the list of commands. It is important to emphasis that the following commands must be used in Mathematica 7 or later.
$\mathrm{m} 1=$ Input["By evaluating the obtained terms solution series, please input the index of the term in which it is possible to generate the general term of the solution series?"];
SolutionTerms $=$ Join [Table $[u[m],\{m, \mathrm{~m} 1$, SolutionOrder $\}]]$;
SolutionCoefficents $=$ FindSequenceFunction[SolutionTerms, $n$ ];
Print [" $u_{n}(x)="$ ", TraditionalForm[SolutionCoefficents]] ;
FinalSolution $=$ Sum[SolutionCoefficents, $\{n$, m1, Infinity $\}$, GenerateConditions $\rightarrow$ True $] ;$
Sol1 $=$ Simplify $\left[\sum_{n=0}^{\mathrm{m} 1-1} u[n]+\right.$ FinalSolution $]$;
Print $\left[" u(x)=\sum_{n=0}^{+\infty} u_{n}(x)="\right.$, TraditionalForm[Sol1]]

## 5 Concluding remarks

By calculating the parametric derivative for a function of a more general type, described in Theorem 3, the Adomian decomposition method becomes a powerful analytic approach for obtaining convergent series solutions of strongly nonlinear problems governing physical models in applied science and engineering. Using the parametric derivative, some lemmas and theorems provided in ADM papers in the literature have been unified and modified here via some new theorems and corollaries. Also, by means of the (24) the Adomian decomposition method was extended to handel the nonlinear problems with the mixed conditions.
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## Appendix (Mathematica programs)

Code. 1(A sample Mathematica program for $A_{m}\left(u^{k}\right)$ given by (6))
ADPforPowerLaw $\left[m_{-}, k_{-}\right]:=$Module $\left[\left\}, D_{1, j_{-}}:=u_{j} ; D_{i_{-}, 0}:=u_{0}^{i}\right.\right.$;
$D_{2, j_{-}}:=\sum_{r=0}^{j} u_{j-r} u_{r} ; D_{i_{-}, \text {order- }}:=\sum_{r=0}^{\text {order }} u_{\text {order }-r} D_{i-1, r} ;$
$\operatorname{Print}\left[{ }^{\prime \prime} A_{m}^{\prime \prime},{ }^{\prime \prime}\left({ }^{\prime \prime}, u^{k},{ }^{\prime \prime}\right)={ }^{\prime \prime}\right.$, Expand[TraditionalForm $\left.\left.\left.\left[D_{k, m}\right]\right]\right]\right]$;

Code. 2(A sample Mathematica program for $\mathbb{D}_{m}\left[\left(\hat{u}_{m, 1}\right)^{k}\right]$ given by (8))
DnonU0 $\left[m_{-}, k_{-}\right]:=$Module $\left[\left\}, D_{1, j_{-}}:=\operatorname{If}\left[j>0, u_{j}, 0\right] ; D_{i_{-}, 0}:=0 ; D_{2, j_{-}}:=\sum_{r=1}^{j-1} u_{j-r} u_{r} ;\right.\right.$
$D_{i_{-}, \text {order }}^{-}:=\sum_{r=2}^{\text {order }-1} u_{\text {order }-r} D_{i-1, r} ; \operatorname{Print}\left[{ }^{\prime \prime} \mathbb{D}_{m}^{\prime \prime},{ }^{\prime \prime}\left({ }^{\prime \prime}, \hat{u}_{m,{ }^{\prime \prime}, 1^{\prime \prime}}^{k},{ }^{\prime \prime}\right)={ }^{\prime \prime}\right.$,
Expand[TraditionalForm[ $\left.\left.\left.D_{k, m}\right]\right]\right]$ ];

Code. 3(A sample Mathematica program for $A_{m}(f(u))$ given by (10))
AdomianPolynomial[function-, $\left.m_{-}\right]:=\operatorname{Module}\left[\{ \}, D_{1, j_{-}, x_{-}}:=\operatorname{If}\left[j>0, x_{j}, 0\right]\right.$; $D_{i_{-}, 0, x_{-}}:=0 ; D_{2, j_{-}, x_{-}}:=\sum_{r=1}^{j-1} x_{j-r} x_{r} ; D_{i_{-}, \text {order }}^{-}, x_{-}:=\sum_{r=2}^{\text {order }-1} x_{\text {order }-r} D_{i-1, r, x} ;$ $H D_{\text {order_ }_{-}}:=\operatorname{If}\left[m==0\right.$, function $/ . u \rightarrow u_{0}$,
$\sum_{n=1}^{\text {order }}\left(\left(\mathrm{D}[\right.\right.$ function, $\left.\left.\left.\{u, n\}] / . u \rightarrow u_{0}\right) / n!* D_{n, \text { order }, u}\right]\right) ;$
$\operatorname{Print}\left[{ }^{\prime \prime} A_{m}^{\prime \prime},{ }^{\prime \prime}\left({ }^{\prime \prime}\right.\right.$, function, $\left.{ }^{\prime \prime}\right)={ }^{\prime \prime}$, Expand[TraditionalForm $\left.\left.\left.\left[H D_{m}\right]\right]\right]\right]$;
Code. 4(A sample Mathematica program for $A_{m}(f(u))$ by using the (3) \& Corollary 2)

AdomianPolynomial1[function $\left.{ }_{-}, m_{-}\right]:=\operatorname{Module}\left[\{ \}, g\left[u_{-}\right]:=\right.$function; $A\left[m 1_{-}\right]:=\frac{1}{\text { Factorial }[m 1]}\left(\mathrm{D}\left[g[u] / . u \rightarrow \operatorname{Sum}\left[u_{n} * p^{n},\{n, 0, m 1\}\right],\{p, m 1\}\right] / . p \rightarrow 0\right) ;$ $\operatorname{Print}\left[{ }^{\prime \prime} A_{m}^{\prime \prime},{ }^{\prime \prime}\left({ }^{\prime \prime}\right.\right.$, , unction, $\left.{ }^{\prime \prime}\right)={ }^{\prime \prime}$, Expand[TraditionalForm $\left.\left.\left.[A[m]]\right]\right]\right]$;

ADMforIDEs(A sample Mathematica program of ADM for solving IDEs given by (29))
ADMforIDEs[function $F_{-}$, functiong $_{-}$, kernel $_{-}, a_{-}, \beta_{-}, \lambda_{-}$, ProblemOrder $_{-}$, SolutionOrder $\left._{-}\right]$ $:=$ Module[\{\}, $F\left[u_{-}\right]:=$function $F ; g\left[x_{-}\right]:=$functiong; $k\left[x_{-}, t_{-}\right]:=$kernel;
$(*----$ Definition of the linear operator $--------------*)$
$L\left[f_{-}\right]:=$Module[\{\}, Expand $\left[\sum_{i=0}^{\text {ProblemOrder }}\right.$ (Lcoefficients $\left.\left.\left.[[i+1]] * \mathrm{D}[f,\{x, i\}]\right)\right]\right]$;
$(*----$ Definition of the integral inverse of linear operator $------*)$
Linverse $\left[f_{-}\right]:=$Module $[\{$Linv, $u$, solution $\}$, Linv $=\operatorname{DSolve}[L[u[x]]==f, u[x], x]$;
solution $=\operatorname{Linv}[[1,1,2]] / . C[-] \rightarrow 0 ; \operatorname{Expand}[$ solution $]] ;$
Linverse $\left[p_{-} P l u s\right]:=\operatorname{Map}[$ Linverse, $p] ;$ Linverse $\left[c_{-} * f_{-}\right]:=c *$ Linverse $[f] / ; \operatorname{FreeQ}[c, x]$; ( $*----$ Definition of the Adomian polynomials $-----------*$ ) $H D N\left[h o r d e r_{-}\right]:=$Module[\{\}, $D_{1, j_{-}}:=\operatorname{If}[j>0, u[j], 0] ; D_{i_{-}, 0}:=0$;
$D_{2, j_{-}}:=\operatorname{If}\left[j>0, \sum_{r=1}^{j-1} u[j-r] * u[r]\right] ; D_{i_{-}, m_{-}}:=\sum_{r=2}^{m-1} u[m-r] * D_{i-1, r} ;$
$D H_{m_{-}, \text {function_- }}:=\operatorname{If}[$ horder $==0$, function $/ . u \rightarrow u[0]$,
$\operatorname{Expand}\left[\sum_{n=1}^{m}\left((\mathrm{D}[\right.\right.$ function, $\left.\left.\left.\left.\{u, n\}] / . u \rightarrow u[0]) /(n!) * D_{n, m}\right)\right]\right]\right] ;$
(*----Definition of the initial guess $---------------*)$
$u g S t a r=$ DSolve $[L[u[x]]==0$, conditions $[u]==0, u[x], x]$;
$u[0]=$ First $[u[x] / . u g S t a r] ;$
$\left(*----\right.$ Definition of the $\left.\mathbf{u}_{\mathbf{g}}---------------------*\right)$
$u g=$ DSolve $[L[u[x]]==0, u[x], x]$;
$u g 1=\operatorname{First}[u[x] / . u g]$;
( $*----$ Some needed commands $------------------*)$
$X\left[m_{-}\right]:=\operatorname{If}[m \leq 1,0,1] ; C 1=$ Arrary $[C, \operatorname{ProblemOrder}] ; w\left[x_{-}\right]:=u g 1 ;$
Which[ProblemOrder $==1$, constants $\left[u_{-}\right]:=$First[conditions $\left.[u]\right] / .-[-]->0$,
ProblemOrder $>1$, constants[u_] := conditions[u]/..[-]->0];
$f 11=$ constants $[u 1]-$ conditions $[w]$;
( $*----$ Main block $-----------------------*$ )
For $[m=1, m<$ SolutionOrder,$m++, \operatorname{HDN}[m-1]$;
$\left\{A[m-1]=\sum_{i=0}^{\text {ProblemOrder }}(\right.$ Problemcoefficients $[[i+1]]-$ Lcoefficients $[[i+1]])$
$* \mathrm{D}[u[m-1],\{x, i\}]+\lambda *$ Integrate $\left[k[x, t] *\left(\left(D H_{m-1, F[u]}\right) / . x \rightarrow t\right),\{t, a, \beta\}\right]$,
$u$ Particular $=$ Linverse $[-A[m-1]+(1-X[m]) * g[x]], w 1\left[x_{-}\right]:=u$ Particular,
$f 12=$ conditions $[w 1]-$ constants $[u 1], u g 2=\operatorname{Solve}[\{f 11==f 12\}, C 1]$,
$u$ ParticularStar $=\operatorname{First}[u g 1 / / . u g 2]$,
$u[m]=u$ Particular $+u$ ParticularStar,
Print $\left[{ }^{\prime \prime} u^{\prime \prime}{ }_{, m},{ }^{\prime \prime}={ }^{\prime \prime}\right.$, TraditionalForm[Collect $\left.\left.\left.\left.\left.[u[m], x]\right]\right]\right\}\right]\right]$;
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# An adaptive meshless method of line based on radial basis functions 

J. Biazar* and M. Hosami


#### Abstract

In this paper, an adaptive meshless method of line is applied to distribute the nodes in the spatial domain. In many cases in meshless methods, it is also necessary for the chosen nodes to have certain smoothness properties. The set of nodes is also required to satisfy certain constraints. In this paper, one of these constraints is investigated. The aim of this manuscript is the implementation of an algorithm for selection of the nodes satisfying a given constraint, in the meshless method of line. This algorithm is applied to some illustrative examples to show the efficiency of the algorithm and its ability to increase the accuracy.


Keywords: Adaptive Meshless Methods; Meshless Method of Line; Radial Basis Functions.

## 1 Introduction

In the last decade, application of radial basis functions (RBFs) in the meshless methods, for numerical solution of various types of partial differential equations (PDEs) has been developed [9-11]. One of the main advantages of this method is the mesh-free property. Meshless methods do not typically need a mesh. They need some scattered nodes in the domain that can be selected uniformly or randomly. This is one of the important properties of the meshless methods. An alternative meshless method is an approach that uses a mesh to obtain a good set of nodes based on the problem options (such as the form of equation, initial or boundary conditions). These methods are known as adaptive meshless methods. Early researchers have incorporated

[^4]the adaptive methods in several schemes $[1,28,29,34,36]$. In this paper an adaptive method known as Equidistribution [7,14] is introduced for selecting a set of nodes under a specified criterion on the set. The criterion is that in the set of nodes, the ratio of the largest distance to the smallest distance must be smaller than a given parameter $k$. Kautsky and Nichols introduced an algorithm to enforce this criterion in the Equidistribution algorithm [7]. In this research, this algorithm is applied in meshless method of line to improve the accuracy of the method. This paper is presented as follows. In Section 2, radial basis functions are introduced. In Section 3, an adaptive method is described for selecting a set of nodes and an algorithm is introduced based on the given criterion. Section 4, is devoted to presenting some illustrative examples, and comparing the numerical results of uniform and adaptive meshes.

## 2 Radial basis functions to approximate a function

In this section some essential points about radial basis functions (RBFs), are introduced. For more details, interested readers are referred to [1,9-11, 19, 37]. Suppose that a real function $u=u(x), x \in \mathbb{R}^{d}$, should be approximated. An approximation to $u$, by radial basis functions, will be defined as the following

$$
u^{*}(x)=\sum_{j=1}^{N} \lambda_{j} \varphi\left(\left\|x-x_{j}\right\|\right) \quad \lambda_{j} \in \mathbb{R}
$$

Where $x, x_{j} \in \mathbb{R}^{d}$, and norm is the Euclidean norm, and $\varphi$ is a RBF on $\mathbb{R}^{d}$. An RBF is a real valued function which is only dependent on the distance $r$, between $x$ and a point $x_{j} \in \mathbb{R}^{d}\left(r=\left\|x-x_{i}\right\|\right)$. Some of important RBFs are:
$\varphi(r)=\sqrt{1+\varepsilon^{2} r^{2}}$ Multiquadrics (MQ),
$\varphi(r)=1 /\left(1+\varepsilon^{2} r^{2}\right)$ Inverse Quadratics (IQ),
$\varphi(r)=1 / \sqrt{1+\varepsilon^{2} r^{2}}$ Inverse Multiquadrics (IMQ),
$\varphi(r)=e^{-\varepsilon^{2} r^{2}}$ Gaussian (GA),
where $\varepsilon$ is called the shape parameter. $N$ distinct nodes $x_{j}$ are called central nodes. In matrix notation, the approximated function $u^{*}(x)$ is denoted as follows,

$$
\begin{equation*}
u^{*}(x)=\sum_{j=1}^{N} \lambda_{j} \varphi\left(r_{j}\right)=\Phi^{t}(r) \lambda \tag{1}
\end{equation*}
$$

where
$\Phi(r)=\left[\varphi\left(r_{1}\right), \varphi\left(r_{2}\right), \ldots, \varphi\left(r_{N}\right)\right]^{t}, \quad \lambda=\left[\lambda_{1}, \lambda_{2}, \ldots, \lambda_{N}\right]^{t}, \quad \varphi\left(r_{j}\right)=\varphi\left(\left\|x-x_{j}\right\|\right)$,
$\lambda$, is the vector of coefficients, that will be determined. By considering $u^{*}\left(x_{i}\right)=u_{i}$, equation (1) can be presented as a system of equations $A \lambda=U$, where, $U=\left[u_{1}, u_{2}, \ldots, u_{N}\right]^{t}$, and by considering $\varphi\left(r_{i j}\right)=\varphi\left(\left\|x_{i}-x_{j}\right\|\right)$,

$$
A=\left[\Phi^{t}\left(r_{1}\right), \Phi^{t}\left(r_{2}\right), \ldots, \Phi^{t}\left(r_{N}\right)\right]^{t}
$$

where $\Phi^{t}\left(r_{i}\right)=\left[\varphi\left(r_{i 1}\right), \varphi\left(r_{i 2}\right), \ldots, \varphi\left(r_{i N}\right)\right]$. By solving the system of equations $A \lambda=U$, the unknown vector $\lambda$ will be determined. There are several factors affecting the RBF interpolation process, such as central nodes distribution, shape parameter, etc. In this paper our focus is on the central nodes distribution.

## 3 An adaptive meshless method

### 3.1 Meshless method of line

Method of line (MOL) is a general method for solving a PDE. In this method, two sequential strategies will be followed: discretizing all directions except one (usually the time direction for time-dependent PDEs) and integrating the semi-discrete problem as a system of ODEs. By choosing RBF collocation method (Kansa Method) $[9,10]$ as integrator system, the method is called the meshless method of line (MMOL). MMOL involves the following main steps:

1- Partitioning the spatial domain (In meshless method of line, this step is reduced to choosing some center nodes $x_{i}$ in the spatial domain).
2- Discretizing of the problem in one direction (Usually, time direction in time-dependent PDEs).
3- Approximating the solution $u\left(x, t_{n}\right)$ in each step of time by RBF-approximation as follows

$$
\begin{equation*}
u\left(x, t_{n}\right)=\sum_{j=1}^{N} \lambda_{j} \varphi\left(r_{j}\right)=\Phi^{t}(r) \lambda \quad \lambda_{j} \in \mathbb{R} . \tag{2}
\end{equation*}
$$

4- Substituting (2) in the governing equation and collocating $x_{i}$. This leads to a system of ordinary differential equation.

5- Solving the system of ODEs by suitable method, such as RK4 (In each step of RK4, the solution of the problem in each time step is obtained).
This method is well-addressed in $[4,15]$.

### 3.2 Adaptive meshless method of line

In each step of RK4 in MMOL, the center nodes $x_{i}$ can be selected by an adaptive mesh. Adaptivity is a well-known concept in mesh generation. The purpose of the adaption is to change the center nodes, so that to achieve greater accuracy. As an example, if the problem was approximating a function with a rapid change in some areas of its domain, concentrating the center nodes in these areas could improve the accuracy of the approximation. There are several adaptive algorithms for choosing central nodes in the domain. In this research, methods based on Equidistribution are investigated.

Definition 1. (Equidistribution). Let $M$ is a non-negative piecewise continuous function on $[a, b]$, and $c$ is a constant, such that $n=(1 / c) \int_{a}^{b} M(x) d x$ is an integer. The mesh

$$
\Pi: a=x_{1}, x_{2}, \ldots, x_{n}=b
$$

is called equi-distributing (e.d.) on $[a, b]$ with respect to $M$ and c if

$$
\int_{x_{i-1}}^{x_{i}} M(x) d x=c, \quad j=2 \ldots n
$$

and is called subequi-distributing (s.e.d.) on $[a, b]$, with respect to $M$ and c if, for $n c \geq \int_{a}^{b} M$,

$$
\int_{x_{i-1}}^{x_{i}} M(x) d x \leq c, \quad j=2 \ldots n
$$

A suitable algorithm to produce an e.d. mesh is given in [7]. In the definition 1 , the function $M$, often called a monitor, is dependent on the function $u$. A well-known monitor function is arc-length monitor. The arc-length monitor is defined as the following

$$
M(x)=\sqrt{1+u_{x}^{2}}
$$

To find more details about the monitors and implementation of the algorithm, interested readers are referred to $[6,7,17]$.

In [31], Sarra introduced an adaptive algorithm which was developed to RBF methods for interpolation problems and PDEs. He applied the method for time dependent PDEs. The method is a combination of the meshless Method of Line and an Equidistribution algorithm for producing a set of center nodes, in each step. The algorithm is an e.d. one with arc-length monitor. The method is summarized as follows:
In the adaptive algorithm, we start at time $t^{0}$ with uniform nodes. To advance the PDE in time with the adaptive grid algorithm the method is implemented
as follows. Assume that $s_{j}^{n}, j=1 . . N$, is approximate solution at time $t^{n}$ at distinct nodes $x_{j}^{n}, j=1 . . N$. Then, the MMOL is used on these central nodes to obtain approximations $\bar{s}_{j}^{n+1}, j=1 . . N$, at time $t^{n+1}$. Next, by an Equidistribution based algorithm, a new set of nodes is obtained based on the properties of $\bar{s}^{n+1}$. To obtain new central nodes, the points $\left(x_{j}^{n}, \bar{s}_{j}^{n+1}\right)$ are joined by straight lines and the length of the resulting polygon is computed (Figure 1-a, 1-b). Then $N$ equally spaced points on the polygon are found which divide its total length into $N$ equal parts (Figure 1-c). The new nodes $x_{j}^{n+1}, j=1 . . N$, are found as the projection of these $N$ equally spaced points on the polygon to the $x$-axis (Figure 1-d). Finally, $s_{j}^{n+1}$ is obtained by interpolating the values $\left(x_{j}^{n}, \bar{s}_{j}^{n+1}\right)$. Applying this algorithm, distribute the nodes on the spatial domain based on the approximated solution at each time step, i.e. in step one, the nodes are distributed based on initial condition. If there are regions of steep gradients, it is obvious that the algorithm concentrate the nodes over these regions. In these regions, the nodes will be near together and this fact leads to an ill-conditioned problem. Since condition number of RBF matrix becomes very large or sometimes even close to singular. Thus, based on the Equidistribution mesh without constraint, there is not any guarantee to well-conditioning of the problem. Thus imposing some constraints can be useful to overcome this deficiency. One of these constraints to control the distribution of the nodes in the domain, is as follows

$$
\begin{equation*}
\frac{h_{\max }}{h_{\min }}<k, \tag{3}
\end{equation*}
$$

where $h_{i}=x_{i}-x_{i-1}$. On the other hand, the introduced algorithm does not work if the constraint be applied. To apply the Equidistribution algorithm subject to this constraint, some modifications must be done. In addition to the investigated constraint, there are some other constraints, such as a constraint introduced by Kautsky and Nichols which is; the ratio of the length of successive subintervals must be less than a parameter $k$. In this study we investigate the constraint (3). In the following, an algorithm due to Kautsky and Nichols [7] will be introduced to distribute a set of nodes for which the constraint (3) is satisfied.

### 3.3 An algorithm for the adaptive nodes with constraint

Suppose that $\left(x_{j}, s_{j}\right), j=1,2, . ., N$ are some data points. Our goal is to gain a set of nodes based on the Equidistribution algorithm that satisfy the constraint (3). Thus, an s.e.d. mesh is produced, with respect to $M$ and c.

Theorem 1. If $\Pi$ : $\left\{a=x_{1}, x_{2}, \ldots, x_{n}=b\right\}$ is an e.d. mesh on $[a, b]$ with respect to $g$ and $d$, where


Figure 1: Geometrical interpretation of the Equidistribution procedure

$$
g(t)=\max (M(t), p)
$$

with

$$
p=(1 / k) \max _{t \in[a, b]} M(t)
$$

and $d=(1 / c) \int_{a}^{b} g(x) d x$ (and $n$ is equal to the smallest integer such that $n c \geq \int_{a}^{b} g$ ), then $\Pi$ is a s.e.d. on $[a, b]$ with respect to $M$ and $c$, and satisfies in (3).

Proof. For proof and more details about the implementation of the algorithm, see [7].

Figure 2, illustrates the effect of the constraint in the distributing of nodes. The figure also shows the uniform adaptive nodes without constraint, and adaptive nodes with constraint. It is obvious that the constraint omits the huge concentration in a region.


Figure 2: The comparison of three types of distribution for a test function

## 4 Numerical experiments

In this section, the algorithm is implemented on two time-dependent partial differential equations. The method is a combination of the algorithm which is introduced in 3.1 and Equidistribution algorithm (introduced in 3.3), regarding the constraint (3). In fact, the e.d. algorithm is implemented in each step of time in meshless method of line to produce adaptive central nodes which satisfy the constraint (3).
Example 1. Consider the Burger equation

$$
\begin{equation*}
u_{t}+u u_{x}=v u_{x x} \tag{4}
\end{equation*}
$$

on the interval $[-1,1]$. The exact solution is $u(x, t)=\frac{0.1 e^{a}+0.5 e^{b}+e^{c}}{e^{a}+e^{b}+e^{c}}$, where $a=-(x+0.5+4.95 t) /(20 v), b=-(x+0.5+0.75 t) /(4 v)$, and $c=-(x+0.625) /(2 v)$. The initial condition $u(x, 0)$ and the boundary conditions $u(-1, t), u(1, t)$ are specified. By choosing $v=0.0035$, the equation is solved by uniform and adaptive nodes. Meshless method of line combined with adaptive algorithm is applied on equation (4). By choosing $N$ center nodes $\left\{x_{1}, x_{2}, \ldots, x_{N}\right\}$ in the domain $[-1,1]$, at a constant time $t$, the solution $u(x, t)$ can be expressed in RBF-approximation as follows

$$
\begin{equation*}
u(x, t)=\sum_{j=1}^{N} \lambda_{j} \varphi\left(r_{j}\right)=\Phi^{t}(r) \lambda . \tag{5}
\end{equation*}
$$

Collocating (5) by $\left\{x_{1}, x_{2}, \ldots, x_{N}\right\}$, leads us to the following system of equation

$$
\begin{equation*}
A \lambda=u, \tag{6}
\end{equation*}
$$

where $u=\left[u\left(x_{1}, t\right), u\left(x_{2}, t\right), \ldots, u\left(x_{N}, t\right)\right]$. By substituting $\lambda=A^{-1} u$ into (5), we have

$$
\begin{equation*}
u(x, t)=\Phi^{t}(r) A^{-1} u=V(x) u(t) \tag{7}
\end{equation*}
$$



Figure 3: Plots of the approximate solution and absolute error of equation (4) at $t=0.5$ using 50 uniform nodes (a), adaptive nodes without constraint (b), and adaptive nodes with constraint (c)
where $V(x)=\Phi^{t}(x) A^{-1}=\left[V_{1}(x), \ldots, V_{N}(x)\right]$. By substituting (7) into the Burger equation (4), and collocating the center nodes $x_{i}$, we obtain

$$
\frac{d u_{i}}{d t}+u_{i}\left(V_{x}\left(x_{i}\right) u\right)=v\left(V_{x x}\left(x_{i}\right) u\right), \quad i=1,2, \ldots, N .
$$

This equation can be written as a system of ordinary differential equations as

$$
\begin{equation*}
\frac{d u}{d t}=-u \otimes\left(V_{x}\left(x_{i}\right) u\right)+v\left(V_{x x}\left(x_{i}\right) u\right) \tag{8}
\end{equation*}
$$

where $\otimes$ denote component by component multiplication of two vectors. Equation (8), is rewritten as

$$
\begin{equation*}
\frac{d u}{d t}=F(u) \tag{9}
\end{equation*}
$$



Figure 4: Plots of the approximate solution and absolute error of equation (4) at $t=1$ using 70 uniform nodes (a), and adaptive nodes with constraint (b)
where $F(u)=-u \otimes\left(V_{x}\left(x_{i}\right) u\right)+v\left(V_{x x}\left(x_{i}\right) u\right)$. The system of ordinary differential equations (9) can be solved by RK4 method. In the $n$th step of RK4, $u\left(x, t_{n}\right)$ is approximated. As mentioned before, the center nodes $\left\{x_{1}, x_{2}, \ldots, x_{N}\right\}$ in each step can be selected adaptively. We solve the Burger equation (4), by adaptive meshless method of line by three different distribution of center nodes; uniformly distributed nodes, adaptive nodes without constraints, and adaptive nodes with the constraint (3). Figure 3 shows the approximate solution at $t=0.5$ with different center nodes. The approximate solution by uniform nodes demonstrates that, it has the minimum accuracy in the sharpest region of the solution. Furthermore Figure 3-b, and 3-c show the same accuracy for two adaptive center nodes. It is important that without constraint (3), the condition number of the RBF matrix may be very large (close to singular) or singular, and RBF interpolation can't work exactly. Due to this fact, in this example at time 1, by 70 adaptive nodes without constraint, the method is failed to obtain a solution (Table 1). The results of using uniform nodes and adaptive nodes with constraint are shown in Figure 4. Table 1 illustrates the accuracy of the adaptive algorithm. It is known that the value of the parameter $k$ influence the concentration of the nodes. Thus to illustrate the impact of the parameter $k$ in distributing the adaptive nodes, and in the accuracy of the results, the error norm by different values of this parameter are investigated in Table 1.

Table 1: The error norms of the approximate solution of Example 1

| able 1. The error norms of the approximate solution of Example 1 |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $t$ | $N$ | Distribution of nodes | $k$ | $\varepsilon$ | Max error | RMS error | Figure |
| 0.5 | 50 | Uniform | - | 31 | 0.0335 | 0.0070 | Figure 3-a |
|  |  | Adaptive without constraint | - | 31 | 0.0054 | 0.0018 | Figure 3-b |
|  |  | Adaptive with constraint | 2 | 31 | 0.0307 | 0.0064 | - |
|  |  |  | 3 | 31 | 0.0154 | 0.0036 | - |
|  |  |  | 6 | 31 | 0.0042 | 0.0018 | Figure 3-c |
| 0.5 | 70 | Uniform | - | 31 | 0.0059 | 0.0013 | - |
|  |  | Adaptive without constraint | - | 31 | 0.0027 | 0.0011 | - |
|  |  | Adaptive with constraint | 2 | 31 | 0.0023 | $9.65 \mathrm{e}-4$ | - |
|  |  | 3 | 31 | 0.0019 | $8.81 \mathrm{e}-4$ | - |  |
|  |  |  | 6 | 31 | 0.0022 | 0.0010 | - |
| 1 | 70 | Uniform | - | 31 | 0.0650 | 0.0135 | Figure 4-a |
|  |  | - | 51 | 0.0942 | 0.0166 | - |  |
|  |  | Adaptive without constraint | - | 31 | NaN | NaN | - |
|  |  | - | 51 | NaN | NaN | - |  |
|  |  | Adaptive with constraint | 3 | 31 | 0.3548 | 0.0509 | - |
|  |  | 3 | 51 | 0.0367 | 0.0055 | Figure 4-b |  |
|  |  | 6 | 31 | 0.0321 | 0.0067 | - |  |
|  |  | 6 | 51 | 0.0435 | 0.0087 | - |  |

Example 2. Consider the KdV equation

$$
\begin{equation*}
u_{t}+\varepsilon u u_{x}+\mu u_{x x x}=0 \tag{10}
\end{equation*}
$$

with $\varepsilon=6$, and $\mu=1$. The initial condition is

$$
u(x, 0)=2 \sec h^{2}(x)
$$

The exact solution is

$$
u(x, t)=2 \sec h^{2}(x-4 t)
$$

The computational domain is $[-10,40]$. The boundary conditions $u(-10, t)$ and $u(40, t)$ are determined. This problem is solved by the same method as the example 1. Figure 5 shows the solution of the equation (10), with uniform and adaptive center nodes. It is obvious that, by 110 center nodes, at $t=0.5$, the approximate solutions using adaptive nodes have better accuracy. The RMS error and Max-error of the results (Table 2), shown that the adaptive nodes with constraint result in better accuracy. If the number of central nodes increased up to 150 , the solutions by adaptive nodes have the same accuracy. It is predictable, because when the number of nodes is large, the e.d. algorithm leads to nearly uniform distribution of nodes and consequently, the errors of approximate solutions are close. Table 2, demonstrate the impact of $N, k$, and shape parameter $\varepsilon$, in the accuracy of the results.


Figure 5: Plots of the approximate solution and absolute error of equation (10) at $\mathrm{t}=0.5$ using 110 uniform nodes (a), adaptive nodes without constraint (b), and adaptive nodes with constraint (c)

Table 2: The error norms of the approximate solution of Example 2

| $t$ | $N$ | Distribution of nodes | $k$ | $\varepsilon$ | Max error | RMS error | Figure |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0.5 | 110 | Uniform | - | 0.8 | 0.1485 | 0.0389 | Figure 5-a |
|  |  | Adaptive without constraint | - | 0.9 | 0.0460 | 0.0110 | Figure 5-b |
|  |  | Adaptive with constraint | 2 | 1.2 | 0.0295 | 0.0069 | Figure 5-c |
|  |  | 3 | 1.2 | 0.0295 | 0.0069 | - |  |
|  |  | 6 | 1.2 | 0.0295 | 0.0069 | - |  |
| 0.5 | 150 | Uniform | - | 0.8 | 0.0205 | 0.0065 | - |
|  |  | Adaptive without constraint | - | 0.8 | 0.0046 | 0.0014 | - |
|  |  | Adaptive with constraint | 2 | 0.8 | 0.0033 | 0.0010 | - |
|  |  | 3 | 0.8 | 0.0033 | 0.0010 | - |  |
| 1 |  |  | 6 | 0.8 | 0.0033 | 0.0010 | - |
|  |  |  | Uniform | - | 0.8 | 0.0197 | 0.0094 |

## 5 Conclusion

In this paper, an Equidistribution algorithm has been applied to distribute the central nodes in adaptive modes to RBF methods. To have some smoothness properties, by the e.d. algorithm, the central nodes satisfying in a given constraint are obtained. This method was applied to two nonlinear timedependent partial differential equations by MMOL. In numerical examples, the results obtained by uniform nodes, and adaptive nodes with, and without the constraint have been compared. The numerical results in Example 1, reveal that with adaptive nodes, a more accurate approximate solution has been obtained. Our numerical experience shows that, in this example, to achieve the accuracy as good as adaptive nodes, at least 150 uniform nodes must be applied. Also in Example 2, with 110 uniform nodes, the obtained results by adaptive nodes with constraint have better accuracy. With 150 center nodes a good accuracy has been obtained by three distributions. The numerical results in the examples illustrate the efficiency of adaptive nodes to solving some nonlinear PDEs with MMOL. The results show that applying the adaptive central nodes is more accurate in the problems with speed gradient functions.
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# Application of modified simple equation method to Burgers, Huxley and Burgers-Huxley equations 

Z. Ayati*, M. Moradi and M. Mirzazadeh


#### Abstract

In this paper, modified simple equation method has been applied to obtain generalized solutions of Burgers, Huxley equations and combined forms of these equations. The new exact solutions of these equations have been obtained. It has been shown that the proposed method provides a very effective, and powerful mathematical tool for solving nonlinear partial differential equations.


Keywords: Modified simple equation method; Burgers equation; Huxley equation; Burger-Huxley equation.

## 1 Introduction

Mathematical modeling of many real phenomena leads to a non-linear partial differential equations in various fields of sciences and engineering. Many powerful methods have been presented for solving PDEs so far, such as tanh-function method [19] and [28], sine-cosine method [29], Homotopy Analysis method [17], Homotopy perturbation method [6], variational iteration method [9] and [10], Adomian decomposition method [1], Exp-function method [1], [11], [36] and [37], simplest equation method [7] and [4], and many others. Most recently, a modification of simplest equation method (MSE method) has been developed to obtain solutions of various nonlinear

[^5]evolution equations [14], [15], [21], [31], [32], [33] and [34]. The present paper is motivated by the desire to extend the MSE method to obtain generalized solutions of Burgers, Huxley, and Burgers-Huxley. The procedure of this method, by the help of Matlab, Maple or any mathematical package, is of utter simplicity.

## 2 The MSE method

Consider a nonlinear partial equation in two independent variables, say $x$ and $t$, in the form of

$$
\begin{equation*}
P\left(u, u_{t}, u_{x}, u_{t t}, u_{x x}, \ldots\right)=0 \tag{1}
\end{equation*}
$$

where $u=u(x, t)$ an unknown function, $P$ is a polynomial in $u=u(x, t)$ and its various partial derivatives, in which the highest order derivatives and nonlinear terms are involved. This method consists of the following steps.

Step 1. Using the transformation

$$
\begin{equation*}
\xi=x+w t \tag{2}
\end{equation*}
$$

where $w$ is constant, we can rewrite equation (1) as a following nonlinear ODE:

$$
\begin{equation*}
Q\left(u, u^{\prime}, u^{\prime \prime}, \ldots\right)=0 . \tag{3}
\end{equation*}
$$

Where the superscripts denote the derivatives with respect to $\xi$.
Step 2. Suppose that the solution of equation (2) can be expressed as follows

$$
\begin{equation*}
u(\xi)=\sum_{i=0}^{m} a_{i}\left(\frac{F^{\prime}(\xi)}{F(\xi)}\right)^{i} \tag{4}
\end{equation*}
$$

Where $a_{i}$ are constants to be determined later, with $a_{m} \neq 0$ and $F(\xi)$ is an unknown function to be determined later.

Step 3. The positive integer $m$ can be determined by considering the homogeneous balance of the highest order derivatives and highest order nonlinear appearing in equation (2).

Step 4. Calculating all necessary derivatives $u^{\prime}, u^{\prime \prime}, u^{\prime \prime \prime}, \ldots$, and substituting equation (3) into equation (2) yields a polynomial of $\frac{F^{\prime}(\xi)}{F(\xi)}$ and its derivatives. Equating the coefficients of same power of $F^{-i}(\xi)$ to zero gives a system of equations which can be used to solve for determining unknown constants, $F(\xi)$
and $F^{\prime}(\xi)$. By substituting obtained results into equation (3), solutions of the equation (1) can be obtained.

## 3 Application of the MSE method

In this section, the modified simple equation method has been applied to obtain generalized solutions of Burgers, Huxley, and Burgers-Huxley.

### 3.1 Application MSE method to Burgers equation

The Burgers equation is a nonlinear partial differential equation of second order of the form

$$
\begin{equation*}
u_{t}+u u_{x}=\nu u_{x x} . \tag{5}
\end{equation*}
$$

Where $\nu$ is the viscosity coefficient [2], [22], [23] and [27]. Many problems can be modeled by the Burgers‘ equation. This equation is one of the very few nonlinear partial differential equations which can be solved exactly for the restricted set of initial function. The study of the general properties of the equation has drawn considerable attention due to its place of application in some fields such as gas dynamics, heat conduction, elastically, etc.
To apply MSE method on equation (4), lets introduce a variable $\xi$, defined as

$$
\begin{equation*}
\xi=x-w t \tag{6}
\end{equation*}
$$

So, equation (4) turns to the following system of ordinary different equation,

$$
\begin{equation*}
-w u^{\prime}+u u^{\prime}=\nu u^{\prime \prime} \tag{7}
\end{equation*}
$$

Where $w$ is constant to be determined. Integrating (7) and considering the integral constant to be zero, we obtain

$$
\begin{equation*}
-w u+\frac{1}{2} u^{2}=\nu u^{\prime} . \tag{8}
\end{equation*}
$$

Suppose that the solution of ODE equation (8) can be expressed by a polynomial in $\frac{F^{\prime}}{F}$ as shown in (3). Balancing the terms $u^{2}$ and $u^{\prime}$ in equation (8), yields to $m=1$. So we can write (3) as the following simple form

$$
\begin{equation*}
u(\xi)=a_{1} \frac{F(\xi)}{F(\xi)}+a_{0}, a_{1} \neq 0 \tag{9}
\end{equation*}
$$

So

$$
\begin{equation*}
u^{\prime}=a_{1}\left(\frac{F^{\prime \prime}}{F}-\left(\frac{F^{\prime}}{F}\right)^{2}\right) \tag{10}
\end{equation*}
$$

Substituting (9) and (10) into equation (8) and equating each coefficient of $F^{-i}(\xi),(i=0,1,2)$ to zero, we derive

$$
\begin{gather*}
-w a_{0}+\frac{1}{2} a_{0}^{2}=0,  \tag{11}\\
\left(-w+a_{0}\right) F^{\prime}-\nu F^{\prime \prime}=0,  \tag{12}\\
\left(\frac{1}{2} a_{1}^{2}+\nu a_{1}\right)\left(F^{\prime}\right)^{2}=0 . \tag{13}
\end{gather*}
$$

By solving equations (11) and (13), the following results will be obtained

$$
a_{0}=0,2 w, a_{1}=-2 \nu
$$

Case 1. when equation (12) turns to

$$
w F^{\prime}+\nu F^{\prime \prime}=0 .
$$

So

$$
\begin{equation*}
F^{\prime}=A e^{\frac{-w}{\nu} \xi} . \tag{14}
\end{equation*}
$$

Where $A$ is a arbitrary constant. Integrating (13) with respect $\xi, F(\xi)$ will be obtained as fallows

$$
F=\frac{-A \nu}{w} e^{\frac{-w}{\nu} \xi}+B,
$$

where $B$ is a constant of integration. Now, the exact solution of equation (4) has the form

$$
u_{1}(x, t)=\frac{-2 \nu A e^{\frac{-w}{\nu}(x-w t)}}{\frac{-A \nu}{w} e^{\frac{-w}{\nu}(x-w t)}+B}
$$

Case 2. when $a_{0}=2 w$, equation (12) yields to

$$
w F^{\prime}-\nu F^{\prime \prime}=0
$$

So

$$
F^{\prime}=A e^{\frac{w}{\nu} \xi}
$$

and

$$
F=\frac{A \nu}{w} e^{\frac{w}{\nu} \xi}+B
$$

Now, the exact solution of equation (4) has the form

$$
u_{2}(x, t)=2 w-\frac{2 w \nu A e^{\frac{w}{\nu}(x-w t)}}{A \nu e^{\frac{w}{\nu}}(x-w t)}+w B \quad=\frac{2 w^{2} B}{A \nu e^{\frac{w}{\nu}(x-w t)}+w B} .
$$

Note that all obtained solutions have been checked with maple 13 by putting into the original equation and found correct.

### 3.2 Application MSE method to Huxley equation

Now we will bring to bear the MSE method to obtain exact solution to the Huxley equation [3], [7], [8], [12], [13], [18], [25] and [26] in the following form

$$
\begin{equation*}
u_{t}=u_{x x}+u(k-u)(u-1) . \tag{15}
\end{equation*}
$$

The Huxley equation is an evolution equation that describes the nerve propagation in biology from which molecular CB properties can be calculated. It also gives a phenomenological description of the behaviour of the myosin heads II. This equation has many fascinating phenomena such as bursting oscillation [3], interspike [18], bifurcation, and chaos [35]. A generalized exact solution can gain an insight into these phenomena. There is no universal method for nonlinear equations. In this part, the exact solution will be obtained by the MSE method.

By considering (6), equation (15) turns to the following ordinary differential equation,

$$
\begin{equation*}
w u^{\prime}+u^{\prime \prime}+u(k-u)(u-1)=0 \tag{16}
\end{equation*}
$$

Balancing the terms $u^{\prime \prime}$ and $u^{3}$ in equation (16), yields to $m=1$. So we can rewrite (3) as the following simple form

$$
\begin{equation*}
u(\xi)=a_{1} \frac{F(\xi)}{F(\xi)}+a_{0}, a_{1} \neq 0 \tag{17}
\end{equation*}
$$

Now by substituting 19) into equation (16) and equating each coefficient of $F^{-i}(\xi),(i=0,1,2,3)$ to zero, the following result will be obtained

$$
\begin{gather*}
a_{0}^{3}-(k+1) a_{0}^{2}+k a_{0}=0,  \tag{18}\\
a_{1} F^{\prime \prime \prime}+w a_{1} F^{\prime \prime}+\left(2(k+1) a_{0} a_{1}-3 a_{0}^{2} a_{1}-k a_{1}\right) F^{\prime}=0,  \tag{19}\\
-3 a_{1} F^{\prime} F^{\prime \prime}+\left((k+1) a_{1}-w a_{1}-3 a_{0} a_{1}^{2}\right)\left(F^{\prime}\right)^{2}=0,  \tag{20}\\
\left(2 a_{1}-a_{1}^{3}\right)\left(F^{\prime}\right)^{3}=0 . \tag{21}
\end{gather*}
$$

Solving equations (15) and (22), we drive

$$
\begin{gathered}
a_{0}=0,1, k, \\
a_{1}= \pm \sqrt{2} .
\end{gathered}
$$

Case 1. when $a_{0}=0$, equations (16) and (17) yield

$$
\begin{gather*}
F^{\prime \prime \prime}+w F^{\prime \prime}-k F^{\prime}=0  \tag{22}\\
3 F^{\prime \prime}+(w-k-1) F^{\prime}=0 \tag{23}
\end{gather*}
$$

By substituting equation (23) into (22), we obtain

$$
F^{\prime \prime \prime}+\left(w+\frac{3 k}{w-k-1}\right) F^{\prime \prime}=0
$$

So

$$
\begin{equation*}
F^{\prime \prime}=A e^{-\alpha \xi} \tag{24}
\end{equation*}
$$

Where $\alpha=w+\frac{3 k}{w-k-1}$ and $A$ is a arbitrary constant. Therefore, we have

$$
\begin{equation*}
F^{\prime}=-\frac{A}{\alpha} e^{-\alpha \xi}+B \tag{25}
\end{equation*}
$$

where $A$ and $B$ are arbitrary constants. By substituting (25) into equations (22) and (23), we get

$$
w=\frac{k+1}{4} \pm \frac{3}{4} \sqrt{k^{2}-6 k+1}, B=0 .
$$

Thus, (25) can be rewritten as follows

$$
\begin{equation*}
F^{\prime}=-\frac{A}{\alpha} e^{-\alpha \xi} \tag{26}
\end{equation*}
$$

Integrating (26) with respect $\xi, F(\xi)$ will be obtained as follows

$$
F=\frac{A}{\alpha^{2}} e^{-\alpha \xi}+C
$$

where $C$ is a constant of integration. Substituting the value of $F$ and $F^{\prime}$ into equation (19), the following exact solution of equation (16) has been obtained

$$
u_{1}(x, t)=\frac{ \pm \sqrt{2} A \alpha e^{-\alpha \xi}}{A e^{-\alpha \xi}+\alpha^{2} C} .
$$

Case 2. when $a_{0}=1$, equations (16) and (17) turns to

$$
\begin{gather*}
F^{\prime \prime \prime}+w F^{\prime \prime}+(k-1) F^{\prime}=0  \tag{27}\\
3 F^{\prime \prime}+\left((w-k-1 \pm 3 \sqrt{2}) F^{\prime}=0\right. \tag{28}
\end{gather*}
$$

By substituting equation (8) into (27), we obtain

$$
F^{\prime \prime \prime}+\left(w-\frac{3(k-1)}{w-k-1 \pm 3 \sqrt{2}}\right) F^{\prime \prime}=0 .
$$

So

$$
\begin{equation*}
F^{\prime \prime}=A e^{-\alpha \xi} \tag{29}
\end{equation*}
$$

where $\alpha=w-\frac{3(k-1)}{w-k-1 \pm 3 \sqrt{2}}$ and $A$ is a arbitrary constant. Therefore, we have

$$
\begin{equation*}
F^{\prime}=-\frac{A}{\alpha} e^{-\alpha \xi}+B \tag{30}
\end{equation*}
$$

where $A$ and $B$ are arbitrary constants. By substituting (30) into equations (27) and (28), we get

$$
w=\frac{k+1}{4}-\frac{3}{4} \sqrt{2} \pm \frac{3}{4} \sqrt{k^{2}-6 k-6 k \sqrt{2}+27-6 \sqrt{2}}, B=0
$$

or

$$
w=\frac{k+1}{4}+\frac{3}{4} \sqrt{2} \pm \frac{3}{4} \sqrt{k^{2}-6 k+6 k \sqrt{2}+27+6 \sqrt{2}}, B=0 .
$$

Thus, (30) can be rewritten as follows

$$
\begin{equation*}
F^{\prime}=-\frac{A}{\alpha} e^{-\alpha \xi} \tag{31}
\end{equation*}
$$

Integrating (31) with respect, will be obtained as follows

$$
F=\frac{A}{\alpha^{2}} e^{-\alpha \xi}+C
$$

where $C$ is a constant of integration. Substituting the value of $F$ and $F^{\prime}$ into equation (19), the following exact solution of equation (16) has been obtained

$$
u_{2}(x, t)=1+\frac{ \pm \sqrt{2} A \alpha e^{-\alpha \xi}}{A e^{-\alpha \xi}+\alpha^{2} C}
$$

Case 3. when $a_{0}=k$, equations (16) and (17) turn to

$$
\begin{gathered}
F^{\prime \prime \prime}+w F^{\prime \prime}+k(1-k) F^{\prime}=0 \\
3 F^{\prime \prime}+\left((w-1+k(-1 \pm 3 \sqrt{2})) F^{\prime}=0\right.
\end{gathered}
$$

By using the same method applied in case 1, the following solution will be obtained

$$
u_{3}(x, t)=k+\frac{ \pm \sqrt{2} A \alpha e^{-\alpha \xi}}{A e^{-\alpha \xi}+\alpha^{2} C}
$$

where

$$
\alpha=w-\frac{3 k(1-k)}{w-1+k(-1 \pm 3 \sqrt{2})},
$$

and
$w=\frac{1-k(-1 \pm 3 \sqrt{2})}{4} \pm \frac{3}{4} \sqrt{1-2 k(-1 \pm 3 \sqrt{2})+k(-1 \pm 3 \sqrt{2})^{2}-8 k^{2}+8 k}$.

### 3.3 Application MSE method to Burgers-Huxley equation

The analysis presented in this part is based on the generalized nonlinear Burgers-Huxley equation,

$$
\begin{equation*}
u_{t}=u_{x x}+u u_{x}+u(k-u)(u-1) \tag{32}
\end{equation*}
$$

which models the interaction between reaction mechanisms, convection effects and diffusion transports [20], and some special cases of the equation, which usually appear in mathematical modelling of some real world phenomena. It also gives a phenomenological description of the behaviour of the myosin heads II [30] and Fitzhugh-Nagoma equation, an important nonlinear reaction-diffusion equation used in circuit theory, biology and population genetics [5].

By considering (6), equation (32) turns to the following ordinary differential equation,

$$
\begin{equation*}
w u^{\prime}+u^{\prime \prime}+u u^{\prime}+u(k-u)(u-1)=0 \tag{33}
\end{equation*}
$$

Balancing the terms $u^{\prime \prime}$ and $u^{3}$ in Eq. (33), yields to $m=1$. So we can rewrite (3) as the following simple form

$$
\begin{equation*}
u(\xi)=a_{1}\left(\frac{F^{\prime}}{F}\right)+a_{0}, a_{1} \neq 0 \tag{34}
\end{equation*}
$$

Now by substituting (34) into equation (33) and equating each coefficient of $F^{-i}(\xi),(i=0,1,2,3)$ to zero, the following result will be obtained

$$
\begin{gather*}
a_{0}^{3}-(k+1) a_{0}^{2}+k a_{0}=0  \tag{35}\\
a_{1} F^{\prime \prime \prime}+\left(w a_{1}+a_{0} a_{1}\right) F^{\prime \prime}+\left(2(k+1) a_{0} a_{1}-3 a_{0}^{2} a_{1}-k a_{1}\right) F^{\prime}=0  \tag{36}\\
\left(-3 a_{1}+a_{1}^{2}\right) F^{\prime} F^{\prime \prime}+\left((k+1) a_{1}-w a_{1}-a_{0} a_{1}-3 a_{0} a_{1}^{2}\right)\left(F^{\prime}\right)^{2}=0  \tag{37}\\
\left(2 a_{1}-a_{1}^{2}-a_{1}^{3}\right)\left(F^{\prime}\right)^{3}=0 \tag{38}
\end{gather*}
$$

Solving equation (35) and (38), we get

$$
\begin{aligned}
& a_{0}=0,1, k \\
& a_{1}=1,-2
\end{aligned}
$$

Case 1. when $a_{0}=0$ and $a_{1}=1$ equations (36) and (37) yield

$$
\begin{gather*}
F^{\prime \prime \prime}+w F^{\prime \prime}-k F^{\prime}=0  \tag{39}\\
2 F^{\prime \prime}+(w-k-1) F^{\prime}=0 . \tag{40}
\end{gather*}
$$

By substituting equation (40) into (39), we obtain

$$
F^{\prime \prime \prime}+\left(w+\frac{2 k}{w-k-1}\right) F^{\prime \prime}=0
$$

So

$$
\begin{equation*}
F^{\prime \prime}=A e^{-\alpha \xi} \tag{41}
\end{equation*}
$$

where $\alpha=w+\frac{2 k)}{w-k-1}$ and $A$ is a arbitrary constant. Therefore, we have

$$
\begin{equation*}
F^{\prime}=-\frac{A}{\alpha} e^{-\alpha \xi}+B \tag{42}
\end{equation*}
$$

where $A$ and $B$ are arbitrary constants. By substituting (42) into equations (39) and (40), we get

$$
w= \pm(k-1), B=0
$$

So

$$
\alpha=-1,-k .
$$

Thus, (42) can be rewritten as follows

$$
\begin{equation*}
F^{\prime}=-\frac{A}{\alpha} e^{-\alpha \xi} \tag{43}
\end{equation*}
$$

Integrating (43) with respect $\xi, F(\xi)$ will be obtained as follows

$$
F^{\prime}=\frac{A}{\alpha^{2}} e^{-\alpha \xi}+C,
$$

where $C$ is a constant of integration. Substituting the value of $F$ and $F^{\prime}$ into equation (34), the following exact solutions of equation (33) has been obtained

$$
\begin{gathered}
u_{1}(x, t)=\frac{A e^{x-(k-1) t}}{A e^{x-(k-1) t}+C}, \\
u_{2}(x, t)=\frac{A K e^{k(x+(k-1) t)}}{A e^{k(x+(k-1) t)}+k^{2} C}
\end{gathered}
$$

Case 2. when $a_{0}=0$, and $a_{1}=-2$ equations (36) and (37) yield

$$
\begin{gather*}
F^{\prime \prime \prime}+w F^{\prime \prime}-k F^{\prime}=0  \tag{44}\\
-5 F^{\prime \prime}+(w-k-1) F^{\prime}=0 \tag{45}
\end{gather*}
$$

By substituting equation (45) into (44), we obtain

$$
F^{\prime \prime \prime}+\left(w+\frac{5 k)}{w-k-1}\right) F^{\prime \prime}=0
$$

By using the same method applied in case 1, the following solution will be obtained

$$
u_{3,4}(x, t)=\frac{2 A \alpha e^{-\alpha \xi}}{A e^{-\alpha \xi}+\alpha^{2} C}
$$

where

$$
\alpha=w+\frac{5 k}{w-k-1},
$$

and

$$
w=\frac{3}{8}(k+1) \pm \frac{5}{8} \sqrt{k^{2}-14 k+1}
$$

Case 3. when $a_{0}=1$ and $a_{1}=1$, equations (31) and (32) turn to

$$
\begin{gather*}
F^{\prime \prime \prime}+(w+1) F^{\prime \prime}+(k-1) F^{\prime}=0  \tag{46}\\
2 F^{\prime \prime}+(w+3-k) F^{\prime}=0 \tag{47}
\end{gather*}
$$

By substituting equation (47) into (46), we obtain

$$
F^{\prime \prime \prime}+\left(w+1-\frac{2(k-1)}{w+3-k}\right) F^{\prime \prime}=0
$$

So

$$
F^{\prime \prime}=A e^{-\alpha \xi}
$$

where $\alpha=w+1-\frac{2(k-1)}{w+3-k}$ and $A$ is an arbitrary constant. Therefore, we have

$$
\begin{equation*}
F^{\prime}=-\frac{A}{\alpha} e^{-\alpha \xi}+B \tag{48}
\end{equation*}
$$

where $A$ and $B$ are arbitrary constants.
By substituting (48) into equations (46) and (47), we get

$$
w=-1 \pm k, B=0 .
$$

Thus, the following exact solutions of equation (33) has been obtained.

$$
\begin{gathered}
u_{5}(x, t)=1-\frac{A e^{-x+(1-k) t}}{A e^{-x+(1-k) t}+C} \\
u_{6}(x, t)=1-\frac{A(1-k) e^{-(1-k)(x+(1+k) t)}}{A e^{-(1-k)(x+(1+k) t)}+(1-k)^{2} C}
\end{gathered}
$$

Case 4. when $a_{0}=1$ and $a_{1}=-2$, by using the same method applied in case 1 , the following solution will be obtained.

$$
u_{7,8}(x, t)=1+\frac{2 A \alpha e^{-\alpha \xi}}{A e^{-\alpha \xi}+\alpha^{2} C}
$$

Where

$$
\alpha=w+1-\frac{5(k-1)}{w-6-k},
$$

and

$$
w=\frac{13+3 k}{8}(k+1) \pm \frac{5}{8} \sqrt{k^{2}+30 k+33}
$$

Case 5. when $a_{0}=k$ and $a_{1}=1$, equations (31) and (32) turn to

$$
\begin{gather*}
F^{\prime \prime \prime}+(w+k) F^{\prime \prime}+k(1-k) F^{\prime}=0  \tag{49}\\
2 F^{\prime \prime}+(w+3 k-1) F^{\prime}=0 \tag{50}
\end{gather*}
$$

By substituting equation (50) into (49), we obtain

$$
F^{\prime \prime \prime}+\left(w+k-\frac{2 k(1-k)}{w+3 k-1}\right) F^{\prime \prime}=0
$$

So

$$
F^{\prime \prime}=A e^{-\alpha \xi}
$$

where $\alpha=w+k-\frac{2 k(1-k)}{w+3 k-1}$ and $A$ is an arbitrary constant. Therefore, we have

$$
\begin{equation*}
F^{\prime}=-\frac{A}{\alpha} e^{-\alpha \xi}+B \tag{51}
\end{equation*}
$$

where $A$ and $B$ are arbitrary constants. By substituting (51) into equations (49) and (50), we get

$$
w=-k \pm 1, B=0
$$

Thus, the following exact solutions of equation (32) has been obtained

$$
u_{9}(x, t)=k-\frac{A k e^{-k(x+(k-1) t)}}{A e^{-k(x+(k-1) t)}+k^{2} C}
$$

$$
u_{10}(x, t)=k-\frac{A(k-1) e^{-(k-1)(x+(k+1) t)}}{A e^{-(k-1)(x+(k+1) t)}+(k-1)^{2} C}
$$

Case 6. when $a_{0}=k$ and $a_{1}=-2$, by using the same method applied in case 5 , the following solution will be obtained.

$$
u_{11,12}(x, t)=k+\frac{2 A \alpha e^{-\alpha \xi}}{A e^{-\alpha \xi}+\alpha^{2} C}
$$

Where

$$
\alpha=w+k-\frac{5 k(1-k)}{w-1-6 k},
$$

and

$$
w=\frac{13+3 k}{8}(k+1) \pm \frac{5}{8} \sqrt{33 k^{2}+30 k+1}
$$

## 4 Conclusion

In this paper, modified simple equation method has been applied to obtain the generalized solutions of some nonlinear partial differential equation. The results show that modified simple equation method is a powerful tool for obtaining the exact solutions of nonlinear differential equations. It may be concluded that, the method can be easily extended to all kinds of nonlinear equations. The advantage of this method over other methods is that in most methods applied for the exact solution of partial differential equations such as Exp-function method, $\frac{G^{\prime}}{G}$ - expansion method, tanh-function method, and so on, the solution is presented in terms of some pre-defined functions, but in the MSE method, $F(\xi)$ is not pre-defined or not a solution of any pre-defined equation. Therefore, some new solutions might be found by this method.The computations associated in this work were performed by Maple 13.
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# On convergence and stability conditions of homotopy perturbation method for an inverse heat conduction problem 

Q. Jannati and A. Zakeri*


#### Abstract

In this paper, we investigate the application of the Homotopy Perturbation Method (HPM) for solving a one-dimensional nonlinear inverse heat conduction problem. In this problem the thermal conductivity term is a linear function with respect to unknown heat temperature in bounded interval. Furthermore, the temperature histories are unknown at the end point of the interval. This problem is ill-posed. So, using the finite difference scheme and discretizing the time interval, the partial differential equation is reduced into a System of Nonlinear Ordinary Differential Equations (SNODE's). Then, using HPM, the approximated solution of the obtained Ordinary Differential Equation (ODE) system is determined. In the sequel, the stability and convergence conditions of the proposed method are investigated. Finally, an upper bound of the error is provided.


Keywords: Homotopy perturbation method; Diffusion equation; Disceretizing method; Inverse problem.

## 1 Introduction

Inverse heat conduction problems are used to describe many important phenomena in physics, chemistry, mechanics, etc. There has been a great amount of investigation to solving inverse heat conduction problems in one and multi dimensional spaces. Many effective methods have been provided. However, lots of inverse heat transfer problems, which arise in natural phenomena, such as radiational heat transfer, modelling of case hardening, gravimetry,

[^6]and etc., have nonlinear forms and so they are not solvable with analytical methods, but unfortunately, most of presented methods are useful just for solving linear forms.

Usually these problems are ill-posed in the sense of Hadamard. Therefore, the regularization method is a successive technique for solving ill-posed problems and it may be applied to entire class of problems which arise from physical observations.

Beck et al. have investigated an inverse problem in one-dimensional space with two general procedures, function specification and regularization methods, and a method of combining these, trial function method, and have implemented all of these methods in a sequential manner [3]. Lesnic et al. in [15] and [19] have considered a special case of distributed (identification) parameter problems in one-dimensional spaces. They have shown that for a one-dimensional quasi-heterogeneous material with square-root harmonic conductivity, a single measurement of the conductivity and the flux on the boundary is sufficient to determine uniquely the unknown physical parameters and the solution function. Alivanov considered the solution of inverse problems by analytical approaches [2]. Qu and Dou [20], Lewandowski [18], and Jia et al. [16], have studied the nonlinear diffusion equation and provided some numerical techniques. Shidfar and Zakeri in [21] - [23] have investigated the existence and uniqueness of a solution for a two-dimensional nonlinear inverse diffusion problem. Also, Zakeri et al. have begun their research by a Cauchy inverse problem and found a solution by HMP method [26] and in continuation they have gone on by an inverse heat conduction problem and solved it by the HPM again [27]. Also, they have applied an approach which contained a difference method and the HPM together, and solved the problem with a reliable accuracy [28].

In continuation of above researches our intend is investigation of sufficiently condition for HPM for solving inverse heat conduction problems.

In next section, the HPM is introduced shortly and in Section 3, an approximated solution for the inverse heat conduction problem is obtained via HPM . Then, the stability and convergence of the above mentioned method are studied in Section 3 and Section 4, respectively. Some numerical results are illustrated by some tables and figures in Section 6. Finally conclusions and some suggestions for more research are given in last section.

## 2 Basic concepts of HPM

In this section we introduce the basic concepts of the HPM , according to [26], in brief.

Consider the following nonlinear equation

$$
\begin{equation*}
A(u)-f(r)=0, \quad r \in \Omega \tag{1}
\end{equation*}
$$

with the boundary conditions

$$
B(u, \partial u / \partial n)=0, \quad r \in \Gamma
$$

where $A$ is a general differential operator, $B$ is a boundary operator, $f(r)$ is a known analytic function and $\Gamma$ is the boundary of the domain $\Omega$. The operator $A$ can be generally divided into two parts $L$ and $N$, where they are the linear and nonlinear parts of $A$, respectively. So, Eq. (1) converts into the following form

$$
\begin{equation*}
L(u)+N(u)-f(r)=0 . \tag{2}
\end{equation*}
$$

In [10], He constructed a homotopy $H: \Omega \times[0,1] \longrightarrow \mathbb{R}$ which satisfies:

$$
\begin{equation*}
H(v, p)=(1-p)\left[L(v)-L\left(v_{0}\right)\right]+p[A(v)-f(r)]=0 \tag{3}
\end{equation*}
$$

or

$$
\begin{equation*}
H(v, p)=L(v)-L\left(v_{0}\right)+p L\left(v_{0}\right)+p[N(v)-f(r)]=0 \tag{4}
\end{equation*}
$$

where $r \in \Omega$, and $p \in[0,1]$ is called the homotopy parameter, and $v_{0}$, is an initial approximation for the solution of Eq. (1) which satisfies the boundary conditions. Consequently

$$
\left\{\begin{array}{c}
H(v, 0)=L(v)-L\left(v_{0}\right)=0 \\
H(v, 1)=A(v)-f(r)=0
\end{array}\right.
$$

Now, when $p$ varies from 0 to 1 , the homotopy $H(v, p)$, changes from $L(v)-L\left(v_{0}\right)$ to $A(v)-f(r)$.

Applying the perturbation technique due to the fact that $0 \leq p \leq 1$ is considered as a small parameter, we can assume that the solution of Eq. (3) or Eq.(4) can be expressed as a series in the form

$$
v=v_{0}+p v_{1}+p^{2} v_{2}+\ldots .
$$

When $p \longrightarrow 1$, Eq.(3) or Eq.(4) corresponds to Eq.(2) and so $v$ becomes the approximate solution of Eq. (2) i.e;

$$
\begin{equation*}
u=\lim _{p \rightarrow 1} v=v_{0}+v_{1}+v_{2}+\ldots \tag{5}
\end{equation*}
$$

The series (7) is convergent for most cases and the rate of convergence depends on $A(v)[11,12]$.

In the next section, a nonlinear inverse heat conduction problem is considered. We discretize the time interval by means of backward finite difference method and apply the HPM. Then, the approximate solution of the problem is yield.

## 3 Solution of nonlinear inverse heat conduction problem by HPM

Let $T>0$, and consider the nonlinear parabolic partial differential equation

$$
\begin{equation*}
u_{t}-\left(D(u) u_{x}\right)_{x}=\Phi(x, t),(x, t) \in \Omega=(0,1) \times(0, T) \tag{6}
\end{equation*}
$$

with initial condition

$$
\begin{equation*}
u(x, 0)=s(x), \quad x \in[0,1], \tag{7}
\end{equation*}
$$

and boundary conditions

$$
\begin{array}{cc}
u(0, t)=f(t), & t \in[0, T] \\
u(1, t)=h(t), & t \in[0, T] \tag{9}
\end{array}
$$

where $D(u)=a(t) u+b(t)>0$, and $a, b, s$ and $f$ are known functions such that, $b(t)$ is far from zero in $[0, T]$.

If $h$ is given, then the problem (6)-(9) is a direct problem which is solvable by means of common numerical and approximation approaches for solving PDEs, such as finite difference method [7], finite element method [7], radial basis functions [4], homotopy perturbation method [13], Adomian decomposition method [1] and so on.

Now, suppose that $h$ is unknown. Then the problem (6)-(9) becomes an inverse problem. Consequently, an overspecified condition, such as

$$
\begin{equation*}
u_{x}(0, t)=g(t), \quad t \in[0, T] \tag{10}
\end{equation*}
$$

where $g$ is a known function, is used.
For positive integer $n$, let $\triangle t=\frac{1}{k}=\frac{T}{n}, t_{j}=j \triangle t, j \in J_{n}=\{1,2, \ldots, n\}$. Put $u_{0}(x)=u(x, 0)=s(x), a_{j}=a\left(t_{j}\right), b_{j}=b\left(t_{j}\right), \Phi_{j}(x)=\Phi\left(x, t_{j}\right)$, for any $j \in J_{n}$, such that they are given fixed nodes. Similarly, we consider the $u_{j}(x)$, as the approximated value of $u\left(x, t_{j}\right), j \in J_{n}$.

Using the backward finite difference scheme for the term $u_{t}$ in the form

$$
u_{t}(x) \simeq k\left(u_{j}(x)-u_{j-1}(x)\right), \quad j \in J_{n}
$$

and substituting in Eq. (6), a system of second order ordinary differential equations with respect to $x$ is obtained. We have
$k\left(u_{j}(x)-u_{j-1}(x)\right)-\frac{d}{d x}\left\{\left(a\left(t_{j}\right) u_{j}(x)+b\left(t_{j}\right)\right) \frac{d}{d x} u_{j}(x)\right\}=\Phi_{j}(x), 1 \leq j \leq n$,
or

$$
\frac{d^{2}}{d x^{2}} u_{j}(x)-\left\{\frac{k}{b\left(t_{j}\right)}\left(u_{j}(x)-u_{j-1}(x)\right)-\frac{a\left(t_{j}\right)}{b\left(t_{j}\right)}\left(\frac{d}{d x}\left(u_{j}(x) \frac{d}{d x} u_{j}(x)\right)\right)\right\}
$$

$$
\begin{equation*}
=\frac{-1}{b\left(t_{j}\right)} \Phi_{j}(x) \tag{11}
\end{equation*}
$$

For simplicity, define $\mathbf{u}(x)=\left(u_{1}(x), u_{2}(x), \ldots, u_{n}(x)\right)^{T}$. Then we can write Eq. (6) as follows

$$
A \mathbf{u}=L_{x} \mathbf{u}-N \mathbf{u}=\Psi(x, t)
$$

where $\Psi(x, t)=\left(\frac{-\Phi_{1}(x)}{b\left(t_{1}\right)}, \ldots, \frac{-\Phi_{n}(x)}{b\left(t_{n}\right)}\right)^{T}$. Moreover, $L_{x}$ and $N$ are the linear and nonlinear parts of the operator $A$, respectively, and are as follows:

$$
\begin{gathered}
L_{x}=\frac{d^{2}}{d x^{2}} \\
N \mathbf{u}=-\mathbf{M}_{\mathbf{2}} \frac{d}{d x}(D(\mathbf{u}, \mathbf{u}))+\mathbf{M}_{\mathbf{1}} \mathbf{u}+\mathbf{m}
\end{gathered}
$$

where
$\mathbf{m}=\left(\frac{-k}{b\left(t_{1}\right)} s(x), 0, \ldots, 0\right)^{T}{ }_{n \times 1}, \quad \mathbf{M}_{\mathbf{1}}=k\left(\begin{array}{cccc}\frac{1}{b\left(t_{1}\right)} & & & 0 \\ \frac{-1}{b\left(t_{2}\right)} & \frac{1}{b\left(t_{2}\right)} & & \\ & \ddots & \ddots & \\ 0 & & \frac{-1}{b\left(t_{n}\right)} & \frac{1}{b\left(t_{n}\right)}\end{array}\right)$,

$$
\mathbf{M}_{\mathbf{2}}=\operatorname{diag}\left(\frac{a\left(t_{1}\right)}{b\left(t_{1}\right)}, \frac{a\left(t_{2}\right)}{b\left(t_{2}\right)}, \ldots, \frac{a\left(t_{n}\right)}{b\left(t_{n}\right)}\right)
$$

and

$$
D(\mathbf{u}(x), \mathbf{v}(x))=\left(u_{1}(x) \frac{d}{d x} v_{1}(x), u_{2}(x) \frac{d}{d x} v_{2}(x), \ldots, u_{n}(x) \frac{d}{d x} v_{n}(x)\right)^{T}
$$

After twice integration of Eq. (6) with respect to $x$, and applying the conditions (7)- (9), we obtain

$$
\mathbf{u}(x)-x \mathbf{g}-\mathbf{f}-\int_{0}^{x} \int_{0}^{x} N \mathbf{u}(x) d x d x=\int_{0}^{x} \int_{0}^{x} \Psi(x) d x d x
$$

where

$$
\mathbf{g}=\left(g\left(t_{1}\right), \ldots, g\left(t_{n}\right)\right)^{T}, \text { and } \mathbf{f}=\left(f\left(t_{1}\right), \ldots, f\left(t_{n}\right)\right)^{T}
$$

Now, using HPM and [8,26], we choose a convex homotopy such that

$$
\begin{equation*}
\mathbf{H}(\mathbf{v}(x), p)=\mathbf{v}(x)-\mathbf{h}(x)-p \int_{0}^{x} \int_{0}^{x} N \mathbf{v}(x) d x d x=0 \tag{12}
\end{equation*}
$$

and

$$
\mathbf{F}(\mathbf{u}(x))=\mathbf{u}(x)-\mathbf{h}(x)=0
$$

where

$$
\mathbf{h}(x)=x \mathbf{g}+\mathbf{f}+\int_{0}^{x} \int_{0}^{x} \Psi(x) d x d x
$$

and $\quad \mathbf{v}(x)=\left(v\left(x, t_{1}\right), \ldots v\left(x, t_{n}\right)\right)^{T}$. Furthermore, Eq. (12) gives

$$
\begin{equation*}
\mathbf{v}(x)=\mathbf{h}(x)+p \int_{0}^{x} \int_{0}^{x} N \mathbf{v}(x) d x d x \tag{13}
\end{equation*}
$$

Combining Eq.s (11) and (16), we obtain the following results

$$
\begin{align*}
\mathbf{v}(x) & =x \mathbf{g}+\mathbf{f}+\int_{0}^{x} \int_{0}^{x} \Psi(x) d x d x+ \\
& p \int_{0}^{x} \int_{0}^{x}\left\{\mathbf{M}_{1}\left(\mathbf{v}(x)-\mathbf{u}_{s}(x)\right)-\mathbf{M}_{2} \frac{d}{d x} D(\mathbf{u}(x), \mathbf{u}(x))\right\} d x d x \tag{14}
\end{align*}
$$

where $\mathbf{u}_{s}(x)=\left(s(x), u_{1}(x), \ldots, u_{n-1}(x)\right)^{T}$. Thus, it is concluded that

$$
\begin{equation*}
\mathbf{v}_{0}(x)=\mathbf{h}(x)=x \mathbf{g}+\mathbf{f}+\int_{0}^{x} \int_{0}^{x} \Psi(x) d x d x=\left(v_{0}\left(x, t_{1}\right), \cdots, v_{0}\left(x, t_{n}\right)\right)^{T} \tag{15}
\end{equation*}
$$

and

$$
\begin{align*}
\mathbf{v}_{1}(x) & =\int_{0}^{x} \int_{0}^{x}\left\{\mathbf{M}_{1}\left(\mathbf{v}_{0}(x)-\mathbf{u}_{s}(x)\right)-\mathbf{M}_{2} \frac{d}{d x} D\left(\mathbf{v}_{0}(x), \mathbf{v}_{0}(x)\right)\right\} d x d x \\
& =\left(v_{1}\left(x, t_{1}\right), \cdots, v_{1}\left(x, t_{n}\right)\right)^{T} \tag{16}
\end{align*}
$$

The above relations are obtained by equating the terms with identical powers of $p$ in Eq. (19). The approximate solution is

$$
\begin{equation*}
\mathbf{u}(x) \simeq \mathbf{v}_{0}(x)+\mathbf{v}_{1}(x)=\mathbf{v}(x) \tag{17}
\end{equation*}
$$

## 4 Convergence and stability analysis

In this section, we use continuity of $u(x, t)$ on the compact domain $\Omega$, and prove that $\mathbf{v}(x) \simeq \mathbf{v}_{0}(x)+\mathbf{v}_{1}(x)$ depends continuously on the data. Therefore, adding a perturbation term to $a, b, f, g$ and $\Phi$, an upper bound for errors of their solutions are found. In each case, we show that as the perturbation term tends to zero, the solutions errors vanish.

Lemma 1. Let $M(t)=\int_{0}^{1}|\Phi(x, t)| d x>0$ is a bounded function such that $M(t) \leq M$ for any $0 \leq t \leq T$, and $\hat{\boldsymbol{v}}_{0}(x)$ correspond to $\boldsymbol{v}_{0}(x)$, where $b(t)$ is perturbed by $\delta b(t)$ in Equation (6). Then we have

$$
\left|\hat{v}_{0}\left(x, t_{j}\right)-v_{0}\left(x, t_{j}\right)\right|=\frac{\left|\delta b\left(t_{j}\right)\right|}{\left|b\left(t_{j}\right)\left(b\left(t_{j}\right)+\delta b\left(t_{j}\right)\right)\right|} M, \quad 0 \leq j \leq n, \quad x \in[0,1]
$$

consequently, if $|\delta b(t)| \rightarrow 0$, then $\left|\hat{v}_{0}(x, t)-v_{0}(x, t)\right| \rightarrow 0$, for any $t=$ $t_{j}, \quad j=1, \quad \cdots, n, \quad$ and $0 \leq x \leq 1$.

Proof. Using the Equation (15), we have

$$
\begin{equation*}
v_{0}\left(x, t_{j}\right)=f\left(t_{j}\right)+x g\left(t_{j}\right)-\frac{1}{b\left(t_{j}\right)} \int_{0}^{x} \int_{0}^{x} \Phi_{j}(x) d x d x \tag{18}
\end{equation*}
$$

If $b\left(t_{j}\right)$ is perturbed by $\delta b\left(t_{j}\right)$, then

$$
\begin{equation*}
\hat{v}_{0}\left(x, t_{j}\right)=f\left(t_{j}\right)+x g\left(t_{j}\right)-\frac{1}{b\left(t_{j}\right)+\delta b\left(t_{j}\right)} \int_{0}^{x} \int_{0}^{x} \Phi_{j}(x) d x d x . \tag{19}
\end{equation*}
$$

Now from Equations (18) and (19), we obtain

$$
v_{0}\left(x, t_{j}\right)-\hat{v}_{0}\left(x, t_{j}\right)=\frac{-\delta b\left(t_{j}\right)}{b\left(t_{j}\right)\left(b\left(t_{j}\right)+\delta b\left(t_{j}\right)\right)} \int_{0}^{x} \int_{0}^{x} \Phi_{j}(x) d x d x
$$

consequently

$$
\left|v_{0}\left(x, t_{j}\right)-\hat{v}_{0}\left(x, t_{j}\right)\right| \leq \frac{\left|\delta b\left(t_{j}\right)\right|}{\left|b\left(t_{j}\right)\left(b\left(t_{j}\right)+\delta b\left(t_{j}\right)\right)\right|} M, \quad \text { for any } 0 \leq j \leq n
$$

and this completes the proof.
Lemma 2. Let $M(t)$ and $M$ are as defined in lemma 1, and $\hat{v}_{1}\left(x, t_{j}\right)$ is the value of $v_{1}\left(x, t_{j}\right)$ for any $t=t_{j}, \quad j=1, \cdots, n$, when $b\left(t_{j}\right)$ is perturbed by $b\left(t_{j}\right)+\delta b\left(t_{j}\right)$ as in problem Equation (6), such that $\delta b\left(t_{0}\right)=0$. If $\left|\delta b\left(t_{j}\right)\right| \rightarrow 0$, then $\left|\hat{v}_{1}\left(x, t_{j}\right)-v_{1}\left(x, t_{j}\right)\right| \rightarrow 0$, for any $0 \leq x \leq 1, \quad$ and $1 \leq j \leq n$.

Proof. Similar to detailed proof presented for lemma 1, assume

$$
\begin{aligned}
v_{1}\left(x, t_{j}\right)=\int_{0}^{x} \int_{0}^{x}\left\{\frac{k}{b\left(t_{j}\right)}\right. & \left(v_{0}\left(x, t_{j}\right)-u_{j-1}(x)\right) \\
& \left.-\frac{a\left(t_{j}\right)}{b\left(t_{j}\right)}\left(\frac{d}{d x}\left\{v_{0}\left(x, t_{j}\right) \frac{d}{d x} v_{0}\left(x, t_{j}\right)\right\}\right)\right\} d x d x
\end{aligned}
$$

Suppose that $b\left(t_{j}\right)$ is replaced by $b\left(t_{j}\right)+\delta b\left(t_{j}\right)$, for any $j=1, \cdots, n$. Then we have

$$
\begin{aligned}
\hat{v}_{1}\left(x, t_{j}\right)=\int_{0}^{x} \int_{0}^{x}\{ & \left\{\frac{\hat{v}_{0}\left(x, t_{j}\right)-\hat{u}_{j-1}(x)}{b\left(t_{j}\right)+\delta b\left(t_{j}\right)}\right. \\
& \left.-\frac{a\left(t_{j}\right)}{b\left(t_{j}\right)+\delta b\left(t_{j}\right)}\left(\frac{d}{d x}\left\{\hat{v}_{0}\left(x, t_{j}\right) \frac{d}{d x} \hat{v}_{0}\left(x, t_{j}\right)\right\}\right)\right\} d x d x
\end{aligned}
$$

or

$$
\begin{aligned}
\left|\hat{v}_{1}\left(x, t_{j}\right)-v_{1}\left(x, t_{j}\right)\right| & \leq k \int_{0}^{1} \int_{0}^{1}\left\{\frac{\left|\hat{v}_{0}\left(x, t_{j}\right)-v_{0}\left(x, t_{j}\right)\right|}{\left|b\left(t_{j}\right)+\delta b\left(t_{j}\right)\right|}+\frac{\left|\hat{u}_{j-1}(x)-u_{j-1}(x)\right|}{\left|b\left(t_{j}\right)+\delta b\left(t_{j}\right)\right|}\right. \\
& \left.+\frac{\left|\delta b\left(t_{j}\right)\right| C}{\left|b\left(t_{j}\right)\left(b\left(t_{j}\right)+\delta b\left(t_{j}\right)\right)\right|}\right\} d x d x \\
& +\frac{\left|a\left(t_{j}\right)\right|\left|\delta b\left(t_{j}\right)\right|}{\left|b\left(t_{j}\right)\left(b\left(t_{j}\right)+\delta b\left(t_{j}\right)\right)\right|}\left(\frac{M}{\left|b\left(t_{j}\right)\left(b\left(t_{j}\right)+\delta b\left(t_{j}\right)\right)\right|}\right. \\
& \times \max _{\substack{x \in[0, l], j=1, \ldots, n}}\left\{\left|\hat{v}_{0}\left(x, t_{j}\right)\right|,\left|v_{0}\left(x, t_{j}\right)\right|\right\} \\
& \left.+\frac{\left|v_{0}^{2}\left(x, t_{j}\right)\right|+\left|f\left(t_{j}\right)^{2}\right|+\left|f\left(t_{j}\right) g\left(t_{j}\right)\right|}{2\left|b\left(t_{j}\right)\right|}\right),
\end{aligned}
$$

when $C \in \mathbb{R}$ is an upper bound for $\left|v_{0}\left(x, t_{j}\right)-u_{j-1}(x)\right|$. Therefore, for fixed $k$, from lemma 1, it is derived,

$$
\lim _{\left|\delta b\left(t_{j}\right)\right| \longrightarrow 0}\left|\hat{v}_{1}\left(x, t_{j}\right)-v_{1}\left(x, t_{j}\right)\right| \longrightarrow 0,
$$

for $0 \leq x \leq 1$, and $1 \leq j \leq n$.
Remark 1. By an induction, it is shown that, when $\left|\delta b\left(t_{j}\right)\right| \longrightarrow 0$, the second term of the integral in the above inequality vanishes.

Theorem 1. Suppose that $v\left(x, t_{j}\right), v_{0}\left(x, t_{j}\right), \hat{v}_{0}\left(x, t_{j}\right), v_{1}\left(x, t_{j}\right), \hat{v}_{1}\left(x, t_{j}\right)$, $M, M(t), b\left(t_{j}\right)$ and $\delta b\left(t_{j}\right)$, are the same as defined in lemmas 1 and 2. Then $v\left(x, t_{j}\right)=v_{0}\left(x, t_{j}\right)+v_{1}\left(x, t_{j}\right)$ depends continuously on the data.

Proof. Obviously, by considering lemmas 1 and 2, the statement of Theorem 1 is proved.

Theorem 2. Suppose that $\delta a\left(t_{j}\right)$ is the perturbation term that perturbs a $\left(t_{j}\right)$ to $a\left(t_{j}\right)+\delta a\left(t_{j}\right)$, and $v_{0}, v_{1}, \hat{v}_{0}, \hat{v}_{1}, M, M(t), b\left(t_{j}\right)$ and $\delta b\left(t_{j}\right)$ satisfy assumptions of Theorem 1. Then $v\left(x, t_{j}\right)$ depends continuously on the data.

Proof. The first part of $v(x, t)$ is independent of $a(t)$. Then, using Theorem 1 , there is nothing to prove for $v_{0}\left(x, t_{j}\right), \quad 1 \leq j \leq n$. Now we just prove that $v_{1}\left(x, t_{j}\right)$ depends continuously on the data. We have
$\hat{v}_{1}\left(x, t_{j}\right)=\int_{0}^{x} \int_{0}^{x}\left\{k \frac{\hat{v}_{0}\left(x, t_{j}\right)-\hat{u}_{j-1}(x)}{b\left(t_{j}\right)+\delta b\left(t_{j}\right)}-\frac{a\left(t_{j}\right)+\delta a\left(t_{j}\right)}{b\left(t_{j}\right)+\delta b\left(t_{j}\right)}\left(\frac{d}{d x}\left\{\hat{v}_{0}\left(x, t_{j}\right) \frac{d}{d x} \hat{v}_{0}\left(x, t_{j}\right)\right\}\right)\right\} d x d x$,
then, it is concluded that

$$
\begin{aligned}
\left|\hat{v}_{1}\left(x, t_{j}\right)-v_{1}\left(x, t_{j}\right)\right| & \leq k \int_{0}^{1} \int_{0}^{1}\left\{\frac{\left|\hat{v}_{0}\left(x, t_{j}\right)-v_{0}\left(x, t_{j}\right)\right|}{\left|b\left(t_{j}\right)+\delta b\left(t_{j}\right)\right|}+\frac{\left|\hat{u}_{j-1}(x)-u_{j-1}(x)\right|}{\left|b\left(t_{j}\right)+\delta b\left(t_{j}\right)\right|}\right. \\
& \left.+\frac{\left|\delta b\left(t_{j}\right)\right|}{\left|b\left(t_{j}\right)\left(b\left(t_{j}\right)+\delta b\left(t_{j}\right)\right)\right|}\right\} d x d x \\
& +\frac{\left|a\left(t_{j}\right)\right|\left|\delta b\left(t_{j}\right)\right|}{\left|b\left(t_{j}\right)\left(b\left(t_{j}\right)+\delta b\left(t_{j}\right)\right)\right|}\left(\frac{M}{\left|b\left(t_{j}\right)\left(b\left(t_{j}\right)+\delta b\left(t_{j}\right)\right)\right|}\right.
\end{aligned}
$$

$$
\begin{aligned}
& \times \max _{\substack{x \in[0,1] \\
j=1, \ldots, n}}\left\{\left|\hat{v}_{0}\left(x, t_{j}\right)\right|,\left|v_{0}\left(x, t_{j}\right)\right|\right\} \\
& \left.+\frac{\left|v_{0}^{2}\left(x, t_{j}\right)\right|+\left|f\left(t_{j}\right)^{2}\right|+\left|f\left(t_{j}\right) g\left(t_{j}\right)\right|}{2\left|b\left(t_{j}\right)\right|}\right) \\
& +\left|\delta a\left(t_{j}\right)\right| \frac{\left|\hat{v}_{0}^{2}\left(x, t_{j}\right)\right|}{2} .
\end{aligned}
$$

Similarly, it is shown that, the approximate solution $\mathbf{v}(x)$ in (17), depends continuously on the data, when $f(t), g(t)$ and $\Phi(x, t)$ are perturbed by small perturbation terms in their domains. So, we give the following theorem.

Theorem 3. Let $f(t), g(t)$ and $\Phi(x, t)$ be the same as defined in Equation (6). If

$$
\begin{aligned}
f(t) & \longmapsto f(t)+\delta f(t), \\
g(t) & \longmapsto g(t)+\delta g(t) \\
\Phi(x, t) & \longmapsto \Phi(x, t)+\delta \Phi(x, t),
\end{aligned}
$$

and $v \longmapsto v+\delta v$, then $|\delta v(x, t)| \longmapsto 0$, when

$$
\max _{\substack{0 \leq x \leq l \\ 0 \leq t \leq T}}\{|\delta f(t)|+|\delta g(t)|+|\delta \Phi(x, t)|\} \longrightarrow 0
$$

Furthermore, we have

$$
\begin{aligned}
\left|\hat{v}\left(x, t_{j}\right)-v\left(x, t_{j}\right)\right| & \leq\left|\delta f\left(t_{j}\right)\right|+\left|\delta g\left(t_{j}\right)\right|+\frac{\left\|\delta \Phi\left(x, t_{j}\right)\right\|}{2\left|b\left(t_{j}\right)\right|} \\
& +\frac{|k|}{\left|b\left(t_{j}\right)\right|} \int_{0}^{1} \int_{0}^{1}\left\{\left|\hat{v}_{0}\left(x, t_{j}\right)-v_{0}\left(x, t_{j}\right)\right|+\left|\hat{u}_{j-1}-u_{j-1}\right|\right\} d x d x \\
& +\frac{\left|a\left(t_{j}\right)\right|}{2\left|b\left(t_{j}\right)\right|}\left|\hat{v}_{0}^{2}\left(x, t_{j}\right)-v_{0}^{2}\left(x, t_{j}\right)\right| .
\end{aligned}
$$

Proof. We have

$$
\hat{v}_{0}\left(x, t_{j}\right)=f\left(t_{j}\right)+\delta f\left(t_{j}\right)+x g\left(t_{j}\right)+x \delta g\left(t_{j}\right)-\frac{1}{b\left(t_{j}\right)} \int_{0}^{x} \int_{0}^{x}\left(\Phi\left(x, t_{j}\right)+\delta \Phi\left(x, t_{j}\right)\right) d x d x
$$

and so

$$
\begin{equation*}
\left|\hat{v}_{0}\left(x, t_{j}\right)-v_{0}\left(x, t_{j}\right)\right| \leq\left|\delta f\left(t_{j}\right)\right|+\left|\delta g\left(t_{j}\right)\right|+\frac{\left\|\delta \Phi\left(x, t_{j}\right)\right\|}{2\left|b\left(t_{j}\right)\right|} \tag{20}
\end{equation*}
$$

So, $\left|\hat{v}_{0}(x, t)-v_{0}(x, t)\right| \longrightarrow 0$, when

$$
\max _{\substack{0 \leq x \leq 1 \\ 0 \leq t \leq T}}\{|\delta f(t)|+|\delta g(t)|+|\delta \Phi(x, t)|\} \longrightarrow 0 .
$$

Similarly, putting
$\hat{v}_{1}\left(x, t_{j}\right)=\int_{0}^{x} \int_{0}^{x}\left\{\frac{k}{b\left(t_{j}\right)}\left(\hat{v}_{0}\left(x, t_{j}\right)-\hat{u}_{j-1}(x)\right)-\frac{a\left(t_{j}\right)}{b\left(t_{j}\right)} \frac{d}{d x}\left(\hat{v}_{0}\left(x, t_{j}\right) \frac{d}{d x} \hat{v}_{0}\left(x, t_{j}\right)\right)\right\} d x d x ;$
which via lemma 2 and Equation (20), simplifies to the form

$$
\begin{align*}
\left|\hat{v}_{1}\left(x, t_{j}\right)-v_{1}\left(x, t_{j}\right)\right| & \leq \frac{|k|}{\left|b\left(t_{j}\right)\right|} \int_{0}^{1} \int_{0}^{1}\left\{\left|\hat{v}_{0}\left(x, t_{j}\right)-v_{0}\left(x, t_{j}\right)\right|+\left|\hat{u}_{j-1}-u_{j-1}\right|\right\} d x d x \\
& +\frac{\left|a\left(t_{j}\right)\right|}{2\left|b\left(t_{j}\right)\right|}\left|\hat{v}_{0}^{2}\left(x, t_{j}\right)-v_{0}^{2}\left(x, t_{j}\right)\right| \tag{21}
\end{align*}
$$

Now, $\left|\hat{v}_{1}(x, t)-v_{1}(x, t)\right| \longrightarrow 0$, whenever

$$
\max _{\substack{0 \leq x \leq l \\ 0 \leq t \leq T}}\{|\delta f(t)|+|\delta g(t)|+|\delta \Phi(x, t)|\} \longrightarrow 0
$$

By adding the two sides of Equations (20) and (21), we obtain

$$
\begin{aligned}
\mid \hat{v}\left(x, t_{j}\right) & -v\left(x, t_{j}\right)\left|\leq\left|\delta f\left(t_{j}\right)\right|+\left|\delta g\left(t_{j}\right)\right|+\frac{\left\|\delta \Phi\left(x, t_{j}\right)\right\|}{2\left|b\left(t_{j}\right)\right|}\right. \\
& +\frac{|k|}{\left|b\left(t_{j}\right)\right|} \int_{0}^{1} \int_{0}^{1}\left\{\left|\hat{v}_{0}\left(x, t_{j}\right)-v_{0}\left(x, t_{j}\right)\right|+\left|\hat{u}_{j-1}-u_{j-1}\right|\right\} d x d x \\
& +\frac{\left|a\left(t_{j}\right)\right|}{2\left|b\left(t_{j}\right)\right|}\left|\hat{v}_{0}^{2}\left(x, t_{j}\right)-v_{0}^{2}\left(x, t_{j}\right)\right| .
\end{aligned}
$$

Finally, $|\hat{v}(x, t)-v(x, t)| \longrightarrow 0$, whenever

$$
\max _{\substack{0 \leq x \leq 1 \\ 0 \leq t \leq T}}\{|\delta f(t)|+|\delta g(t)|+|\delta \Phi(x, t)|\} \longrightarrow 0 .
$$

In the next section, a necessary condition for convergence of the approximate solution, when the step size $\Delta t$, tends to zero is obtainsd.

## 5 Convergence conditions for the problem (6)-(9)

In this section, we apply the error term of finite difference method in the relations (15), (16) and (17) and then convergence condition of the solution will be investigated. So, first, we give the following theorem.

Theorem 4. Let $|\Delta t b(t)|>1$ for any $0 \leq t \leq T$. If $|\Delta t| \longrightarrow 0$, then $u_{j}(x) \longrightarrow u(x, t)$, for any $0 \leq j \leq n, \quad 0 \leq x \leq 1$.

Proof. Using Taylor's series expansion, we have

$$
v_{j}(x) \simeq v\left(x, t_{j}\right)+\delta \Phi
$$

where $\delta \Phi=\Delta t \frac{\partial u\left(x, \theta_{j}\right)}{\partial t}, \quad$ and $\quad t_{j}<\theta_{j}<t_{j+1}$.
So, from (18) we obtain

$$
v_{0}\left(x, t_{j}\right)=f\left(t_{j}\right)+x g\left(t_{j}\right)-\frac{1}{b\left(t_{j}\right)} \int_{0}^{x} \int_{0}^{x} \Phi_{j}(x) d x d x
$$

or

$$
v_{0 j}=f\left(t_{j}\right)+x g\left(t_{j}\right)-\frac{1}{b\left(t_{j}\right)} \int_{0}^{x} \int_{0}^{x} \Phi_{j}(x) d x d x+\delta \Phi_{j} .
$$

Clearly, if $\delta \Phi_{j} \longrightarrow 0$, then $v_{0 j} \longrightarrow v_{0}\left(x, t_{j}\right)$.
Again, by (2) we have
$v_{1}\left(x, t_{j}\right)=\int_{0}^{x} \int_{0}^{x} \frac{k}{b\left(t_{j}\right)}\left(v_{0}\left(x, t_{j}\right)-u_{j-1}(x)\right)-\frac{a\left(t_{j}\right)}{b\left(t_{j}\right)}\left(\frac{d}{d x}\left\{v_{0}\left(x, t_{j}\right) \frac{d}{d x} v_{0}\left(x, t_{j}\right)\right\}\right) d x d x$.
thus

$$
\begin{aligned}
v_{1 j} & =\int_{0}^{x} \int_{0}^{x} \frac{k}{b\left(t_{j}\right)}\left\{\left(v_{0 j}-\delta \Phi_{j}\right)-\left(u_{j-1}(x)-\delta \Phi_{j-1}\right)\right\} \\
& -\frac{a\left(t_{j}\right)}{b\left(t_{j}\right)}\left(\frac{d}{d x}\left\{\left(v_{0 j}-\delta \Phi_{j}\right) \frac{d}{d x}\left(v_{0 j}-\delta \Phi_{j}\right)\right\}\right) d x d x \\
& +\delta \Phi_{j}
\end{aligned}
$$

and

$$
\begin{aligned}
v_{1 j} & =v_{1}\left(x, t_{j}\right)-\frac{k}{b\left(t_{j}\right)} \int_{0}^{x} \int_{0}^{x}\left(\delta \Phi_{j}-\delta \Phi_{j-1}\right) d x d x \\
& +\frac{a\left(t_{j}\right)}{b\left(t_{j}\right)}\left\{\frac{\delta \Phi_{j}^{2}}{2}-\int_{0}^{x} v_{0 j} \frac{d}{d x} \delta \Phi_{j} d x-\int_{0}^{x} \delta \Phi_{j} \frac{d}{d x} v_{0 j} d x\right\} .
\end{aligned}
$$

That means if $\delta \Phi_{j} \longrightarrow 0$, then $v_{1 j} \longrightarrow v_{1}\left(x, t_{j}\right)$, and $v_{j} \longrightarrow v\left(x, t_{j}\right)$.

## 6 Numerical results

In this section, we give a numerical example.
Let

$$
\begin{aligned}
u_{t}-\frac{\partial}{\partial x}\left\{\left(\frac{1}{6} e^{-t} u+(t+5) e^{-t}\right) \frac{\partial u}{\partial x}\right\} & =-\frac{7}{3} t-9, \quad(x, t) \in[0,1] \times[0,1] \\
u(x, 0) & =x^{2}, \quad 0 \leq x \leq 1
\end{aligned}
$$

$$
\begin{align*}
u(0, t) & =t, & & 0 \leq t \leq 1, \\
u_{x}(0, t) & =0, & & 0 \leq t \leq 1 . \tag{22}
\end{align*}
$$

Obviously
$\Phi(x, t)=-\frac{7}{3} t-9, \quad a(t)=\frac{1}{6} e^{-t}, \quad b(t)=(t+5) e^{-t}$.
The exact solution is $u(x, t)=x^{2} e^{t}+t$. We obtain the approximate solution by applying equations (15), (16) and (17), at $x=0.1,0.2, \ldots, 1$, where $t=$ $0.25,0.5,0.75,1$, and we assume that $\Delta t=0.25$. Consequently the solution will be constructed in the form
$\mathbf{v}_{0_{j}}(x)=h\left(x, t_{j}\right)=t_{j}-\frac{1}{\left(t_{j}+5\right) e^{-t_{j}}}\left(-\frac{7}{3} t-9\right) \frac{x^{2}}{2}$,
$\mathbf{v}_{1_{j}}(x)=\int_{0}^{x} \int_{0}^{x}\left\{\frac{4 e^{t_{j}}}{\left(t_{j}+5\right)}\left(\mathbf{v}_{0_{j}}(x)-u\left(x, t_{j-1}\right)\right)-\frac{\frac{1}{6}}{\left(t_{j}+5\right)} \frac{d}{d x}\left(\mathbf{v}_{0_{j}}(x) \frac{d}{d x} \mathbf{v}_{0_{j}}(x)\right)\right\} d x d x$,
for $j=1,2,3,4$.
The exact solution, approximate solution and relative error for the above problem are given in Tables $2-5$ and $6-9$ at $t=t_{j}=j \triangle t, \quad j=1,2,3,4$.
To illustrate stability, according to Table 1 , we enter some noise terms into data functions in Eq. (22).


Figure 1: Approximate $(\cdots)$ and exact solution of $u\left(x, t_{j}\right)$ in $t=0.25$ and $t=0.5$.


Figure 2: Approximate $(\cdots)$ and exact solution of $u\left(x, t_{j}\right)$ in $t=0.75$ and $t=1$.

Table 1: Perturbation terms in problem (22)

| $j$ | $a_{j}$ | $b_{j}$ | $f_{j}$ | $g_{j}$ | $\Phi_{j}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | -0.006486161986 | -0.001002685512 | 0.001219370604 | -0.001002685512 | 0.001219370604 |
| 2 | 0.01848017099 | -0.0008600955762 | -0.0002264198307 | -0.0008600955762 | -0.0002264198307 |
| 3 | -0.005506853028 | 0.002919491298 | -0.0004964518833 | 0.002919491298 | -0.0004964518833 |
| 4 | -0.006487155975 | -0.001056710212 | -0.0004964988898 | -0.001056710212 | -0.0004964988898 |

Table 2: Exact and approximate solution of $u_{j}(x)$ at $t_{j}=0.25$ with and without perturbation terms in $a$ and $b$

| x | exact solution | approximate solution | relative error | perturbed solution | relative error |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.1 | 0.2628402542 | 0.2628483725 | $3.08 \times 10^{-5}$ | 0.2628562616 | $6.09 \times 10^{-5}$ |
| 0.2 | 0.3013610167 | 0.3013841491 | $7.67 \times 10^{-5}$ | 0.3014170267 | $1.85 \times 10^{-4}$ |
| 0.3 | 0.3655622875 | 0.3655793088 | $4.65 \times 10^{-5}$ | 0.3656582382 | $2.62 \times 10^{-4}$ |
| 0.4 | 0.4554440667 | 0.4553871491 | $1.24 \times 10^{-4}$ | 0.4555397988 | $2.10 \times 10^{-4}$ |
| 0.5 | 0.5710063542 | 0.5707422861 | $4.62 \times 10^{-4}$ | 0.5710055740 | $1.36 \times 10^{-6}$ |
| 0.6 | 0.7122491501 | 0.7115606556 | $9.66 \times 10^{-4}$ | 0.7119833904 | $3.37 \times 10^{-4}$ |
| 0.7 | 0.8791724543 | 0.8777395127 | $1.62 \times 10^{-3}$ | 0.8783850345 | $8.95 \times 10^{-4}$ |
| 0.8 | 1.071776267 | 1.069157431 | $2.44 \times 10^{-3}$ | 1.070106259 | $1.55 \times 10^{-3}$ |
| 0.9 | 1.290060588 | 1.285674303 | $3.40 \times 10^{-3}$ | 1.287026770 | $2.35 \times 10^{-3}$ |
| 1 | 1.534025417 | 1.527131339 | $4.49 \times 10^{-3}$ | 1.529010242 | $3.26 \times 10^{-3}$ |

Table 3: Exact and approximate solution of $u_{j}(x)$ at $t_{j}=0.5$ with and without perturbation terms in $a$ and $b$

| x | exact solution | approximate solution | relative error | perturbed solution | relative error |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.1 | 0.5164872127 | 0.5165050073 | $3.44 \times 10^{-5}$ | 0.5164663253 | $4.04 \times 10^{-5}$ |
| 0.2 | 0.5659488508 | 0.566064728 | $1.01 \times 10^{-4}$ | 0.5658439475 | $1.85 \times 10^{-4}$ |
| 0.3 | 0.6483849144 | 0.6484638498 | $1.21 \times 10^{-4}$ | 0.6480689075 | $4.87 \times 10^{-4}$ |
| 0.4 | 0.7637954034 | 0.7638099282 | $1.90 \times 10^{-5}$ | 0.7630349271 | $9.95 \times 10^{-4}$ |
| 0.5 | 0.9121803178 | 0.9119513987 | $2.50 \times 10^{-4}$ | 0.9105938906 | $1.73 \times 10^{-3}$ |
| 0.6 | 1.093539658 | 1.092769640 | $7.04 \times 10^{-4}$ | 1.090556514 | $2.72 \times 10^{-3}$ |
| 0.7 | 1.307873423 | 1.306121720 | $1.33 \times 10^{-3}$ | 1.302693219 | $3.96 \times 10^{-3}$ |
| 0.8 | 1.555181613 | 1.551841629 | $1.09 \times 10^{-3}$ | 1.546735182 | $5.43 \times 10^{-3}$ |
| 0.9 | 1.835464230 | 1.829741743 | $3.11 \times 10^{-3}$ | 1.822375591 | $7.13 \times 10^{-3}$ |
| 1 | 2.148721271 | 2.139614496 | $4.23 \times 10^{-3}$ | 2.129271087 | $9.05 \times 10^{-3}$ |

Table 4: Exact and approximate solution of $u_{j}(x)$ at $t_{j}=0.75$ with and without perturbation terms in $a$ and $b$

| x | exact solution | approximate solution | relative error | perturbed solution | relative error |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.1 | 0.7711700002 | 0.7711983689 | $3.36 \times 10^{-5}$ | 0.7712065247 | $4.73 \times 10^{-5}$ |
| 0.2 | 0.8346800007 | 0.8347737522 | $1.12 \times 10^{-4}$ | 0.8348115589 | $1.57 \times 10^{-4}$ |
| 0.3 | 0.9405300015 | 0.9406671824 | $1.45 \times 10^{-4}$ | 0.9407717933 | $2.57 \times 10^{-4}$ |
| 0.4 | 1.088720003 | 1.088781041 | $5.60 \times 10^{-5}$ | 1.089016095 | $2.71 \times 10^{-4}$ |
| 0.5 | 1.279250004 | 1.278980053 | $2.11 \times 10^{-4}$ | 1.279447063 | $1.54 \times 10^{-4}$ |
| 0.6 | 1.512120006 | 1.511092655 | $6.79 \times 10^{-4}$ | 1.511943216 | $1.16 \times 10^{-4}$ |
| 0.7 | 1.787330008 | 1.784912741 | $1.35 \times 10^{-3}$ | 1.786361766 | $5.41 \times 10^{-4}$ |
| 0.8 | 2.104880011 | 2.100201772 | $2.22 \times 10^{-3}$ | 2.102541999 | $1.11 \times 10^{-3}$ |
| 0.9 | 2.464770014 | 2.456691211 | $3.27 \times 10^{-3}$ | 2.460309231 | $1.80 \times 10^{-3}$ |
| 1 | 2.867000017 | 2.854085288 | $4.50 \times 10^{-3}$ | 2.859479316 | $2.62 \times 10^{-3}$ |

Table 5: Exact and approximate solution of $u_{j}(x)$ at $t_{j}=1$ with and without perturbation terms in $a$ and $b$

| x | exact solution | approximate solution | relative error | perturbed solution | relative error |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.1 | 1.027182818 | 1.027222369 | $3.85 \times 10^{-5}$ | 1.027311557 | $1.25 \times 10^{-4}$ |
| 0.2 | 1.108731273 | 1.108860738 | $1.16 \times 10^{-4}$ | 1.109229081 | $4.48 \times 10^{-4}$ |
| 0.3 | 1.244645364 | 1.244829262 | $1.47 \times 10^{-4}$ | 1.245701389 | $8.48 \times 10^{-4}$ |
| 0.4 | 1.434925092 | 1.434986046 | $2.42 \times 10^{-5}$ | 1.436644053 | $1.19 \times 10^{-3}$ |
| 0.5 | 1.679570457 | 1.679134916 | $2.59 \times 10^{-4}$ | 1.681940678 | $1.41 \times 10^{-3}$ |
| 0.6 | 1.978581458 | 1.977027872 | $7.85 \times 10^{-4}$ | 1.981444677 | $1.44 \times 10^{-3}$ |
| 0.7 | 2.331958096 | 2.328368191 | $1.53 \times 10^{-3}$ | 2.334981455 | $1.29 \times 10^{-3}$ |
| 0.8 | 2.739700370 | 2.732814161 | $2.51 \times 10^{-3}$ | 2.742351004 | $9.67 \times 10^{-4}$ |
| 0.9 | 3.201808281 | 3.189983398 | $3.69 \times 10^{-3}$ | 3.203330804 | $4.75 \times 10^{-4}$ |
| 1 | 3.718281828 | 3.699457703 | $5.06 \times 10^{-3}$ | 3.717678990 | $1.62 \times 10^{-4}$ |

Table 6: Exact and approximate solution of $u_{j}(x)$ at $t_{j}=0.25$ with and without perturbation terms in $f, g$ and $\Phi$

| x | exact solution | approximate solution | relative error | perturbed solution | relative error |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.1 | 0.2628402542 | 0.2628483725 | $3.08 \times 10^{-5}$ | 0.2630645568 | $8.53 \times 10^{-4}$ |
| 0.2 | 0.3013610167 | 0.3013841491 | $7.67 \times 10^{-5}$ | 0.3015988237 | $7.89 \times 10^{-4}$ |
| 0.3 | 0.3655622875 | 0.3655793088 | $4.65 \times 10^{-5}$ | 0.3657914404 | $6.26 \times 10^{-4}$ |
| 0.4 | 0.4554440667 | 0.4553871491 | $1.24 \times 10^{-4}$ | 0.4555956649 | $3.32 \times 10^{-4}$ |
| 0.5 | 0.5710063542 | 0.5707422861 | $4.62 \times 10^{-4}$ | 0.5709460580 | $1.05 \times 10^{-4}$ |
| 0.6 | 0.7122491501 | 0.7115606556 | $9.66 \times 10^{-4}$ | 0.7117584843 | $6.88 \times 10^{-4}$ |
| 0.7 | 0.8791724543 | 0.8777395127 | $1.62 \times 10^{-3}$ | 0.8779301112 | $1.41 \times 10^{-3}$ |
| 0.8 | 1.071776267 | 1.069157431 | $2.44 \times 10^{-3}$ | 1.069339409 | $2.27 \times 10^{-3}$ |
| 0.9 | 1.290060588 | 1.285674303 | $3.40 \times 10^{-3}$ | 1.285846152 | $3.26 \times 10^{-3}$ |
| 1 | 1.534025417 | 1.527131339 | $4.49 \times 10^{-3}$ | 1.527291415 | $4.38 \times 10^{-3}$ |

Table 7: Exact and approximate solution of $u_{j}(x)$ at $t_{j}=0.5$ with and without perturbation terms in $f, g$ and $\Phi$

| x | exact solution | approximate solution | relative error | perturbed solution | relative error |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.1 | 0.5164872127 | 0.5165050073 | $3.44 \times 10^{-5}$ | 0.5154115152 | $2.08 \times 10^{-3}$ |
| 0.2 | 0.5659488508 | 0.5660064728 | $1.01 \times 10^{-4}$ | 0.5648920604 | $1.86 \times 10^{-3}$ |
| 0.3 | 0.6483849144 | 0.6484638498 | $1.21 \times 10^{-4}$ | 0.6473145948 | $1.65 \times 10^{-3}$ |
| 0.4 | 0.7637954034 | 0.7638099282 | $1.90 \times 10^{-5}$ | 0.7626119527 | $1.54 \times 10^{-3}$ |
| 0.5 | 0.9121803178 | 0.9119513987 | $2.50 \times 10^{-4}$ | 0.9106908844 | $1.63 \times 10^{-3}$ |
| 0.6 | 1.093539658 | 1.092769640 | $7.04 \times 10^{-4}$ | 1.091432842 | $1.92 \times 10^{-3}$ |
| 0.7 | 1.307873423 | 1.306121720 | $1.33 \times 10^{-3}$ | 1.304694990 | $1.30 \times 10^{-3}$ |
| 0.8 | 1.555181613 | 1.551841629 | $1.09 \times 10^{-3}$ | 1.550311436 | $3.13 \times 10^{-3}$ |
| 0.9 | 1.835464230 | 1.829741743 | $3.11 \times 10^{-3}$ | 1.828094690 | $4.01 \times 10^{-3}$ |
| 1 | 2.148721271 | 2.139614496 | $4.23 \times 10^{-3}$ | 2.137837344 | $5.06 \times 10^{-3}$ |

Table 8: Exact and approximate solution of $u_{j}(x)$ at $t_{j}=0.75$ with and without perturbation terms in $f, g$ and $\Phi$

| x | exact solution | approximate solution | relative error | perturbed solution | relative error |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.1 | 0.7711700002 | 0.7711983689 | $3.36 \times 10^{-5}$ | 0.7736467637 | $3.21 \times 10^{-3}$ |
| 0.2 | 0.8346800007 | 0.8347737522 | $1.12 \times 10^{-4}$ | 0.8372983250 | $3.13 \times 10^{-3}$ |
| 0.3 | 0.9405300015 | 0.9406671824 | $1.45 \times 10^{-4}$ | 0.9433190828 | $2.96 \times 10^{-3}$ |
| 0.4 | 1.088720003 | 1.088781041 | $5.60 \times 10^{-5}$ | 1.091611970 | $2.65 \times 10^{-3}$ |
| 0.5 | 1.279250004 | 1.278980053 | $2.11 \times 10^{-4}$ | 1.282042479 | $2.18 \times 10^{-3}$ |
| 0.6 | 1.512120006 | 1.511092655 | $6.79 \times 10^{-4}$ | 1.514440029 | $1.53 \times 10^{-3}$ |
| 0.7 | 1.787330008 | 1.784912741 | $1.35 \times 10^{-3}$ | 1.788599719 | $7.10 \times 10^{-4}$ |
| 0.8 | 2.104880011 | 2.100201772 | $2.22 \times 10^{-3}$ | 2.104284426 | $2.82 \times 10^{-4}$ |
| 0.9 | 2.464770014 | 2.456691211 | $3.27 \times 10^{-3}$ | 2.461227246 | $1.43 \times 10^{-3}$ |
| 1 | 2.867000017 | 2.854085288 | $4.50 \times 10^{-3}$ | 2.859134249 | $2.74 \times 10^{-3}$ |

Table 9: Exact and approximate solution of $u_{j}(x)$ at $t_{j}=1$ with and without perturbation terms in $f, g$ and $\Phi$

| x | exact solution | approximate solution | relative error | perturbed solution | relative error |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.1 | 1.027182818 | 1.027222369 | $3.85 \times 10^{-5}$ | 1.025635295 | $1.50 \times 10^{-3}$ |
| 0.2 | 1.108731273 | 1.108860738 | $1.16 \times 10^{-4}$ | 1.107171622 | $1.40 \times 10^{-3}$ |
| 0.3 | 1.244645364 | 1.244829262 | $1.47 \times 10^{-4}$ | 1.242968576 | $1.34 \times 10^{-3}$ |
| 0.4 | 1.434925092 | 1.434986046 | $2.42 \times 10^{-5}$ | 1.432882007 | $1.42 \times 10^{-3}$ |
| 0.5 | 1.679570457 | 1.679134916 | $2.59 \times 10^{-4}$ | 1.676712572 | $1.70 \times 10^{-3}$ |
| 0.6 | 1.978581458 | 1.977027872 | $7.85 \times 10^{-4}$ | 1.974208173 | $2.21 \times 10^{-3}$ |
| 0.7 | 2.331958096 | 2.328368191 | $1.53 \times 10^{-3}$ | 2.325067038 | $2.95 \times 10^{-3}$ |
| 0.8 | 2.739700370 | 2.732814161 | $2.51 \times 10^{-3}$ | 2.728941436 | $3.92 \times 10^{-3}$ |
| 0.9 | 3.201808281 | 3.189983398 | $3.69 \times 10^{-3}$ | 3.185441974 | $5.11 \times 10^{-3}$ |
| 1 | 3.718281828 | 3.699457703 | $5.06 \times 10^{-3}$ | 3.694142422 | $6.49 \times 10^{-3}$ |

## 7 Conclusions

The HPM for the one-dimensional inverse problems has been presented. The method described is mathematically simple and computationally effective. As we see in Tables $2-9$, small errors in the data make small errors in the solution, so that, the solution depends continuously on the data. In this paper, the noise terms that are shown in Table 1, are made randomized and have standard normal distributions. Maple 16 packages have been used to compute the solution before and after adding noise terms. Rapidity, accuracy and stability are advantages of this formulation.
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# An adaptive nonmonotone trust region method for unconstrained optimization problems based on a simple subproblem 

Z. Saeidian and M.R. Peyghami*


#### Abstract

Using a simple quadratic model in the trust region subproblem, a new adaptive nonmonotone trust region method is proposed for solving unconstrained optimization problems. In our method, based on a slight modification of the proposed approach in (J. Optim. Theory Appl. 158(2):626-635, 2013), a new scalar approximation of the Hessian at the current point is provided. Our new proposed method is equipped with a new adaptive rule for updating the radius and an appropriate nonmonotone technique. Under some suitable and standard assumptions, the local and global convergence properties of the new algorithm as well as its convergence rate are investigated. Finally, the practical performance of the new proposed algorithm is verified on some test problems and compared with some existing algorithms in the literature.
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## 1 Introduction

In this paper, we deal with the following unconstrained optimization problem:

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{n}} f(x) \tag{1}
\end{equation*}
$$

where $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a twice continuously differentiable function. Two popular classes of optimization techniques for solving (1) are line search and trust

[^7]region methods; see, e.g., [9,17,18]. Line search methods refer to a procedure in which one moves along a (descent) direction as long as a sufficient reduction in the objective is achieved. On the other hand, in the classical trust region methods, a trial step is computed by minimizing a (quadratic) model of the objective function at the current point over a region around this point. Then, using the so-called trust region ratio, the trial step is accepted/rejected and the new point as well as the radius is updated accordingly. It has been shown that trust region methods have appropriate global and local convergence properties. These methods have been widely studied in the literature; see, e.g., $[9,12,17,19,24,25]$.
Here, let us briefly describe one step of the classical trust region method. Given $x_{k}$, the trial step $d_{k}$ is computed by solving the following subproblem:
\[

$$
\begin{equation*}
\min q_{k}(d)=g_{k}^{T} d+\frac{1}{2} d^{T} B_{k} d \quad \text { s.t. }\|d\| \leq \Delta_{k} \tag{2}
\end{equation*}
$$

\]

where $g_{k}=\nabla f\left(x_{k}\right), B_{k}$ is a $n \times n$ symmetric matrix which is $\nabla^{2} f\left(x_{k}\right)$ or its approximation, $\Delta_{k}>0$ is the so-called trust region radius, and $\|$.$\| refers to$ the Euclidean norm. Due to the so-called trust region ratio

$$
\begin{equation*}
r_{k}=\frac{f\left(x_{k}\right)-f\left(x_{k}+d_{k}\right)}{q_{k}(0)-q_{k}\left(d_{k}\right)}, \tag{3}
\end{equation*}
$$

one decides whether the trial step is accepted or rejected; given $\mu \in(0,1)$, if $r_{k} \geq \mu$, then the trial step is accepted and the new point is introduced by $x_{k+1}=x_{k}+d_{k}$. Otherwise, the trial step is rejected and the current point remains unchanged for the next iteration. In both cases, the trust region radius is updated appropriately.
In the monotone trust region methods, the sequence of the objective values is monotonically decreasing. This may cause slow convergence rate in some problems. In order to overcome this disadvantage, the concept of nonmonotone strategies have been introduced in the framework of trust region methods, see, e.g., $[13,14]$. A nonmonotone line search method was first proposed by Chamberlain et al. in [8]. Grippo et al. in [13] introduced a nonmonotone technique for Newton's method and developed it for unconstrained optimization in [14]. Nevertheless many advantages of the Grippo's technique, it suffers from some drawbacks [2, 3, 27]. In order to overcome these difficulties, recently, Ahookhosh and Amini in [2] and Ahookhosh et al. in [3] proposed a new nonmonotone term as below:

$$
\begin{equation*}
R_{k}=\epsilon_{k} f_{\ell(k)}+\left(1-\epsilon_{k}\right) f_{k} \tag{4}
\end{equation*}
$$

where $f_{k}=f\left(x_{k}\right), \epsilon_{k} \in\left[\epsilon_{\min }, \epsilon_{\max }\right] \subset[0,1]$ and $f_{\ell(k)}$ is the Grippo's nonmonotone term which is defined by

$$
\begin{equation*}
f_{\ell(k)}=\max _{0 \leq j \leq M(k)} f_{k-j} \tag{5}
\end{equation*}
$$

where $M(0)=0$ and, for $k \geq 1, M(k)=\min \{k, M\}$, for given positive integer $M$. They employed (4) in the trust region ratio (3) and suggested nonmonotone trust region methods which are globally convergent. The reported numerical results on test problems confirm the efficiency and robustness of these methods in practice too.
The radius updating strategy is a crucial point in trust region methods $[1,21,28]$. In the classical trust region methods, this parameter is simply enlarged, shrunk or stayed unchanged based on the magnitude of $r_{k}$. Several strategies have been introduced in the literature for radius updating and initial radius choosing; see e.g. [11,21-23,29]. Zhang et al. in [29] proposed the radius update according to $\Delta_{k}=c^{p}\left\|g_{k}\right\|\left\|\hat{B}_{k}^{-1}\right\|$, where $c \in(0,1), p$ is a nonnegative integer and $\hat{B}_{k}=B_{k}+i I$ is a positive definite matrix, for some $i \in \mathbb{N}$. Although, Zhang's method uses more information of the objective function for updating the radius, it requires an estimation of $\left\|\hat{B}_{k}^{-1}\right\|$, which is costly. To reduce the computational cost of Zhang's updating rule, a simple adaptive rule was proposed by Shi and Wang in [23] according to $\Delta_{k}=c^{p} \frac{\left\|g_{k}\right\|^{3}}{g_{k}^{T} \hat{B}_{k} g_{k}}$, where $c \in(0,1), \hat{B}_{k}$ is a positive definite matrix and $p$ is a nonnegative integer. Despite Zhang's method that only updates the radius based on the current point information, some updating rules based on the information of the last two iterates have been introduced; see, e.g., [15,29,30]. Among them, $\mathrm{Li}[15]$ proposed an adaptive trust region method in which the radius is updated according to $\Delta_{k}=\frac{\left\|d_{k-1}\right\|}{\left\|y_{k-1}\right\|}\left\|g_{k}\right\|$, where $y_{k-1}=g_{k}-g_{k-1}$ and $d_{k-1}=x_{k}-x_{k-1}$.
The advantages of nonmonotone and adaptive techniques have been simultaneously employed in the framework of trust region methods. Using the adaptive strategy proposed in [15], Sang et al. in [20] introduced a nonmonotone adaptive trust region method based on a simple subproblem for large-scale unconstrained optimization problems which makes full use of information in the last two iterates. The idea of simple subproblem is originated from the fact that solving the subproblem (2) is costly especially when $B_{k}$ is a largescale and dense matrix. Therefore, the skills of the quasi-Newton method is used for correcting $B_{k}$ by a real diagonal matrix $\Delta B_{k-1}$ from $B_{k-1}$. Recently, Zhou et al. in [30] constructed a simple subproblem according to the modification of the secant condition of Wei in [26] and introduced a nonmonotone adaptive trust region method based on the simple subproblem. Later, Biglari and Solimanpur in [7] proposed another simple subproblem with some superior properties to that of [30] in which the approximation of the Hessian at the current point $x_{k}$ is computed by

$$
\begin{equation*}
\hat{\gamma}_{k}:=\gamma\left(x_{k}\right)=\frac{4\left(f_{k-1}-f_{k}\right)+3 g_{k}^{T} d_{k-1}+g_{k-1}^{T} d_{k-1}}{d_{k-1}^{T} d_{k-1}} . \tag{6}
\end{equation*}
$$

In this paper, we proposed a new nonmonotone adaptive trust region method based on simple subproblem for unconstrained optimization problems. Our
approach is equipped with the nonmonotone technique as proposed in [2, 3], and uses a slight modification of the secant condition in [7] for constructing an approximation of the Hessian at the current point. Moreover, a modified version of the adaptive strategy in [20] is employed in the framework of the proposed algorithm. It is worth mentioning that the scalar approximation of the Hessian based on modified secant condition in [6] has superior to the standard Barzilai-Borwein method and its modifications. Under some standard assumptions, the global convergence property, as well as its superlinear convergence rate, is established. Numerical results show the efficiency of the proposed approach in practice comparing with some existing methods in the literature.
The rest of the paper is organized as follows: In Section 2, we present the structure of the new nonmonotone adaptive trust region method in details. The global convergence property, as well as its rate of convergence, is established in Section 3. Preliminary numerical results of applying the proposed algorithm on some test problems are given in Section 4. Finally, we end up the paper by some concluding remarks in Section 5.

## 2 The new algorithm

In this section, we propose a new adaptive nonmonotone trust region method for solving unconstrained optimization problems. Our algorithm combines the nonmonotone technique as proposed in [2] with an improved scalar approximation of the Hessian according to the modified secant equation as proposed in [6].
Let us describe one step of our new algorithm here: For given $x_{k}$, the trial step $d_{k}$ is computed by (approximately) solving the following simple subproblem:

$$
\begin{equation*}
\min q_{k}(d)=g_{k}^{T} d+\frac{1}{2} d^{T} \gamma\left(x_{k}\right) d \quad \text { s.t. }\|d\| \leq \Delta_{k} \tag{7}
\end{equation*}
$$

where $\gamma_{k}:=\gamma\left(x_{k}\right)$ is a scalar approximation of the Hessian matrix. Since $\hat{\gamma}_{k}$, as defined by (6), may become negative in some iterations, we slightly modify (6) and define $\gamma_{k}$ as below:

$$
\begin{equation*}
\gamma_{k}=\frac{4\left(f_{k-1}-f_{k}\right)+\left(3+\eta_{k}\right) g_{k}^{T} d_{k-1}+g_{k-1}^{T} d_{k-1}}{d_{k-1}^{T} d_{k-1}} \tag{8}
\end{equation*}
$$

where $\eta_{k}$ is computed by:

$$
\eta_{k}= \begin{cases}\frac{4\left(f_{k}-f_{k-1}\right)-3 g_{k}^{T} d_{k-1}-g_{k-1}^{T} d_{k-1}+\delta}{g_{k}^{T} d_{k-1}}, & \text { if } \hat{\gamma}_{k}<0 \\ 0, & \text { Otherwise }\end{cases}
$$

where $\delta$ is a small positive number. By this definition, it is obviously seen that $\gamma_{k}>0$. Now, using $d_{k}$, the nonmonotone ratio is computed by:

$$
\begin{equation*}
r_{k}=\frac{R_{k}-f\left(x_{k}+d_{k}\right)}{\operatorname{Pred}_{k}} \tag{9}
\end{equation*}
$$

where $R_{k}$ is defined by (4) and $\operatorname{Pred}_{k}=q_{k}(0)-q_{k}\left(d_{k}\right)$. For given $\mu \in(0,1)$, the trial step is accepted whenever $r_{k} \geq \mu$; otherwise it is rejected. In both cases, the radius is adaptively updated according to $\Delta_{k}=\min \left\{\nu_{k} \frac{\left\|g_{k}\right\|}{\gamma_{k}}, \Delta_{\max }\right\}$, where $\Delta_{\max }>0$ is a threshold value for the radii and $\nu_{k+1}$ is updated by:

$$
\nu_{k+1}= \begin{cases}\sigma_{0} \nu_{k}, & r_{k}<\mu_{1}  \tag{10}\\ \nu_{k}, & \mu_{1} \leq r_{k} \leq \mu_{2} \\ \min \left\{\sigma_{1} \nu_{k}, \nu_{\max }\right\}, & r_{k}>\mu_{2}\end{cases}
$$

where $0<\sigma_{0}<1<\sigma_{1}, 0<\mu_{1}<\mu_{2} \leq 1$ and $\nu_{\text {max }}>0$ are given numbers. By the way, the new point is given by $x_{k+1}=x_{k}+d_{k}$ as long as $r_{k} \geq \mu$; otherwise, we set $x_{k+1}=x_{k}$.
The procedure of the new proposed nonmonotone trust region algorithm is outlined in Algorithm 1:

Algorithm 1: A new nonmonotone adaptive trust region algorithm

Input: $x_{0} \in \mathbb{R}^{n}, 0<\mu<\mu_{1}<\mu_{2} \leq 1,0<\sigma_{0}<1<\sigma_{1}, 0<\epsilon_{\min }<\epsilon_{\max }<$ $1, \epsilon, \varepsilon, M, \nu_{\max }, \Delta_{\max }>0,0<\theta_{1}<\theta_{2}$ and $\delta>0$.

Step 0: Set $k=0, \gamma_{0}:=\gamma\left(x_{0}\right)=1, g_{0}=g\left(x_{0}\right), \nu_{0}=1$ and $\Delta_{0}=$ $\min \left\{\nu_{0} \frac{\left\|g_{0}\right\|}{\gamma_{0}}, \Delta_{\text {max }}\right\}$.

Step 1: If $\left\|g_{k}\right\| \leq \varepsilon$, Then Stop.
Step 2: Determine $d_{k}$ by solving (7) and compute $r_{k}$ using (9).
Step 3: If $r_{k}<\mu$, Then set $\Delta_{k}=\sigma_{0} \Delta_{k}$, and goto Step 2.
Step 4: Set $x_{k+1}=x_{k}+d_{k}$.
Step 5: Compute $\gamma_{k+1}$ using (8). If $\gamma_{k+1} \leq \epsilon$, Then set $\gamma_{k+1}=\theta_{1}$. If $\gamma_{k+1} \geq \frac{1}{\epsilon}$, Then set $\gamma_{k+1}=\theta_{2}$.

Step 6: Update $\nu_{k+1}$ using (10) and set $\Delta_{k+1}=\min \left\{\nu_{k+1} \frac{\left\|g_{k+1}\right\|}{\gamma_{k+1}}, \Delta_{\max }\right\}$. Set $k=: k+1$ and goto Step 1 .

Remark 1. Step 5 of Algorithm 1 implies that $\gamma_{k}$ is a bounded positive number for all $k$. More precisely, we have $\min \left\{\epsilon, \theta_{1}\right\} \leq \gamma_{k} \leq \max \left\{\frac{1}{\epsilon}, \theta_{2}\right\}$.

Remark 2. The subproblem (7) can be easily solved by using the following procedure [20]: Let $\omega_{k}=\frac{g_{k}}{\gamma_{k}}$. If $\left\|\omega_{k}\right\| \leq \Delta_{k}$, then we set the trial step as $d_{k}=-\omega_{k}$. Otherwise, we choose $\alpha \in(0,1)$ so that $\left\|\alpha \omega_{k}\right\|=\Delta_{k}$. It can be easily verified that $\alpha=\frac{\Delta_{k}}{\left\|\omega_{k}\right\|}$. In this case, we set $d_{k}=-\alpha \omega_{k}=-\frac{\Delta_{k}}{\left\|\omega_{k}\right\|} \omega_{k}=$ $-\frac{\Delta_{k}}{\left\|g_{k}\right\|} g_{k}$.

Remark 3. From Remark 2, one can easily see that, for all $k$, there exists a positive constant $\kappa$ so that $\left\|d_{k}\right\| \leq \kappa\left\|g_{k}\right\|$.

## 3 Convergence analysis

In this section, our aim is to analyze the local and global convergence properties of Algorithm 1. For this purpose, the following assumption is imposed on the problem:

A1. The set $\Omega=\left\{x \in \mathbb{R}^{n} \mid f(x) \leq f\left(x_{0}\right)\right\}$ is a closed and bounded set and $f(x)$ is a twice continuously differentiable function over $\Omega$. Moreover, $\nabla f(x)$ is a Lipschitz continuous function over $\Omega$.

Lemma 1. Assume that $d_{k}$ is a solution of the problem (7). Then, one has:

$$
\begin{equation*}
\operatorname{Pred}_{k}:=q_{k}(0)-q_{k}\left(d_{k}\right) \geq \frac{1}{2}\left\|g_{k}\right\| \min \left\{\Delta_{k}, \frac{\left\|g_{k}\right\|}{\gamma_{k}}\right\} \tag{11}
\end{equation*}
$$

Proof. We proceed the proof in the following two possible cases for $d_{k}$ :

Case I. $\left\|-\frac{g_{k}}{\gamma_{k}}\right\| \leq \Delta_{k}$, and therefore, $d_{k}=-\frac{g_{k}}{\gamma_{k}}$ : In this case one can easily obtain the following relations:

$$
\begin{aligned}
q_{k}(0)-q_{k}\left(d_{k}\right) & =q_{k}(0)-q_{k}\left(-\frac{g_{k}}{\gamma_{k}}\right) \\
& =-g_{k}^{T}\left(-\frac{g_{k}}{\gamma_{k}}\right)-\frac{1}{2}\left(-\frac{g_{k}}{\gamma_{k}}\right)^{T} \gamma_{k}\left(-\frac{g_{k}}{\gamma_{k}}\right) \\
& =\frac{\left\|g_{k}\right\|^{2}}{\gamma_{k}}-\frac{1}{2} \frac{\left\|g_{k}\right\|^{2}}{\gamma_{k}}=\frac{\left\|g_{k}\right\|^{2}}{2 \gamma_{k}} \geq \frac{1}{2}\left\|g_{k}\right\| \min \left\{\Delta_{k}, \frac{\left\|g_{k}\right\|}{\gamma_{k}}\right\}
\end{aligned}
$$

Case II. $\left\|-\frac{g_{k}}{\gamma_{k}}\right\|>\Delta_{k}$, and therefore, $d_{k}=-\frac{\Delta_{k}}{\left\|g_{k}\right\|} g_{k}$ : In this case, we have:

$$
\begin{aligned}
q_{k}(0)-q_{k}\left(d_{k}\right) & =q_{k}(0)-q_{k}\left(-\frac{\Delta_{k}}{\left\|g_{k}\right\|} g_{k}\right) \\
& =-g_{k}^{T}\left(-\frac{\Delta_{k}}{\left\|g_{k}\right\|} g_{k}\right)-\frac{1}{2}\left(-\frac{\Delta_{k}}{\left\|g_{k}\right\|} g_{k}\right)^{T} \gamma_{k}\left(-\frac{\Delta_{k}}{\left\|g_{k}\right\|} g_{k}\right) \\
& =\Delta_{k}\left\|g_{k}\right\|-\frac{1}{2} \gamma_{k} \Delta_{k}^{2}>\Delta_{k}\left\|g_{k}\right\|-\frac{1}{2} \Delta_{k}\left\|g_{k}\right\| \\
& =\frac{1}{2} \Delta_{k}\left\|g_{k}\right\| \geq \frac{1}{2}\left\|g_{k}\right\| \min \left\{\Delta_{k}, \frac{\left\|g_{k}\right\|}{\gamma_{k}}\right\},
\end{aligned}
$$

where the first inequality is obtained from the fact that $\gamma_{k} \Delta_{k}<\left\|g_{k}\right\|$. Considering the above mentioned cases, the proof is completed.

Lemma 2. Let $d_{k}$ be computed by the procedure as mentioned in Remark 2. Then, for all $k$, one has:

$$
\begin{equation*}
\left|f\left(x_{k}\right)-f\left(x_{k}+d_{k}\right)-\operatorname{Pred}_{k}\right| \leq O\left(\left\|d_{k}\right\|^{2}\right) \tag{12}
\end{equation*}
$$

where Pred ${ }_{k}$ is defined by (11).
Proof. Using Taylor's expansion and the fact that $\gamma_{k}$ is bounded due to Remark 1 , one can easily conclude the result.
The following lemma states some appealing properties of the sequences $\left\{f_{\ell(k)}\right\}$ and $\left\{R_{k}\right\}$, which are defined by (5) and (4), respectively. One can find its proof in [2].

Lemma 3. Suppose that Assumption A1 holds and the sequence $\left\{x_{k}\right\}$ is generated by Algorithm 1. Then, the following statements hold:
i) For all $k$, we have $f_{k} \leq R_{k} \leq f_{\ell(k)}$.
ii) The sequence $\left\{f_{\ell(k)}\right\}$ is a decreasing and convergent sequence.
iii) $\lim _{k \rightarrow \infty} f_{\ell(k)}=\lim _{k \rightarrow \infty} f_{k}$.
iv) $\lim _{k \rightarrow \infty} R_{k}=\lim _{k \rightarrow \infty} f_{k}$.

Lemma 4. Let Assumption A1 hold and the sequence $\left\{x_{k}\right\}$ be generated by Algorithm 1. Assume that there exists a constant $\zeta \in(0,1)$ so that $\left\|g_{k}\right\|>\zeta$, for all $k$. Then, for any $k$, there exists a nonnegative integer $p$ so that $x_{k+p+1}$ is a successful iteration point, i.e., $r_{k+p+1}>\mu$.
Proof. Suppose that, on the contrary, there exists an iteration $k$ so that, for all nonnegative integer $p$, the point $x_{k+p+1}$ is an unsuccessful iteration point, i.e.,

$$
\begin{equation*}
r_{k+p}<\mu, \quad p=0,1,2, \ldots \tag{13}
\end{equation*}
$$

In this case, from Step 3 of Algorithm 1, we have

$$
\Delta_{k+p+1} \leq \sigma_{0}^{p+1} \Delta_{k}
$$

This inequality together with the definition of $\Delta_{k}$ imply that:

$$
\begin{equation*}
\lim _{p \rightarrow \infty} \Delta_{k+p+1}=0 \tag{14}
\end{equation*}
$$

Therefore, from Lemma 1, Remark 1 and (12), we have

$$
\begin{aligned}
\left|\frac{f\left(x_{k+p}\right)-f\left(x_{k+p}+d_{k+p}\right)}{\text { Pred }_{k+p}}-1\right| & =\left|\frac{f\left(x_{k+p}\right)-f\left(x_{k+p}+d_{k+p}\right)-\text { Pred }_{k+p}}{\text { Pred }_{k+p}}\right| \\
& \leq \frac{O\left(\left\|d_{k+p}\right\|^{2}\right)}{\frac{1}{2}\left\|g_{k+p}\right\| \min \left\{\Delta_{k+p}, \frac{\left\|g_{k+p}\right\|}{\gamma_{k+p}}\right\}} \\
& \leq \frac{O\left(\left\|\Delta_{k+p}\right\|^{2}\right)}{\frac{1}{2} \zeta \min \left\{\Delta_{k+p}, \frac{\zeta}{\max \left\{\frac{1}{\epsilon}, \theta_{2}\right\}}\right\}} .
\end{aligned}
$$

This implies that $\left|\frac{f\left(x_{k+p}\right)-f\left(x_{k+p}+d_{k+p}\right)}{\operatorname{Pred}_{k+p}}-1\right| \rightarrow 0$, as $p \rightarrow \infty$. Thus, for sufficiently large $p$, using Lemma 3, we have

$$
r_{k+p}=\frac{R_{k+p}-f\left(x_{k+p}+d_{k+p}\right)}{\operatorname{Pred}_{k+p}} \geq \frac{f\left(x_{k+p}\right)-f\left(x_{k+p}+d_{k+p}\right)}{\operatorname{Pred}_{k+p}} \rightarrow 1
$$

which contradicts $r_{k+p}<\mu$. This completes the proof of the lemma.
Lemma 4 implies that the inner loop in Steps 2-3 of Algorithm 1 will be terminated after finite number of iterations, and therefore, Algorithm 1 is well-defined.
The following theorem provides the global convergence property of Algorithm 1 under some suitable and standard assumptions.

Theorem 1. Suppose that Assumption A1 holds and $\left\{x_{k}\right\}$ is the sequence generated by Algorithm 1. Then, Algorithm 1 either stops at a stationary point or

$$
\begin{equation*}
\liminf _{k \rightarrow \infty}\left\|g_{k}\right\|=0 \tag{15}
\end{equation*}
$$

Proof. Suppose that Algorithm 1 does not stop at a stationary point. We show that (15) holds for the infinite sequence $\left\{x_{k}\right\}$. Assume that, on the contrary, there exists a positive constant $\zeta$ so that

$$
\begin{equation*}
\left\|g_{k}\right\|>\zeta>0, \quad \forall k \tag{16}
\end{equation*}
$$

Using Lemma 4, Algorithm 1 is well-defined and the inner loop in Steps 2-3 is terminated after finite number of iterations. Therefore, we may assume that $r_{k} \geq \mu$. Now, from (9) and Lemma 1, we have

$$
\begin{align*}
R_{k}-f_{k+1} & \geq \mu \text { Pred }_{k} \geq \frac{1}{2} \mu\left\|g_{k}\right\| \min \left\{\Delta_{k}, \frac{\left\|g_{k}\right\|}{\gamma_{k}}\right\} \\
& \geq \frac{1}{2} \mu \zeta \min \left\{\Delta_{k}, \frac{\zeta}{\max \left\{\frac{1}{\epsilon}, \theta_{2}\right\}}\right\} \geq 0 \tag{17}
\end{align*}
$$

By taking limit from both sides of this inequality, as $k \rightarrow \infty$, and using Lemma 3, we conclude that

$$
\begin{equation*}
\Delta_{k}=\nu_{k} \frac{\left\|g_{k}\right\|}{\gamma_{k}} \rightarrow 0 \tag{18}
\end{equation*}
$$

Now, using Remark 1 and (16), (18) implies that

$$
\begin{equation*}
\nu_{k} \longrightarrow 0 . \tag{19}
\end{equation*}
$$

Therefore, from (16) and Lemmas 1 and 2, we have

$$
\begin{aligned}
\left|\frac{f\left(x_{k}\right)-f\left(x_{k}+d_{k}\right)}{\text { Pred }_{k}}-1\right| & =\left|\frac{f\left(x_{k}\right)-f\left(x_{k}+d_{k}\right)-\text { Pred }_{k}}{\text { Pred }_{k}}\right| \\
& \leq \frac{O\left(\left\|d_{k}\right\|^{2}\right)}{\frac{1}{2}\left\|g_{k}\right\| \min \left\{\Delta_{k}, \frac{\left\|g_{k}\right\|}{\gamma_{k}}\right\}} \\
& \leq \frac{O\left(\Delta_{k}^{2}\right)}{\frac{1}{2} \zeta \min \left\{\Delta_{k}, \frac{\zeta}{\max \left\{\frac{1}{\epsilon}, \theta_{2}\right\}}\right\}} \stackrel{k \rightarrow \infty}{\longrightarrow} 0,
\end{aligned}
$$

which implies that

$$
\begin{equation*}
r_{k}=\frac{R_{k}-f\left(x_{k}+d_{k}\right)}{\text { Pred }_{k}} \geq \frac{f\left(x_{k}\right)-f\left(x_{k}+d_{k}\right)}{\text { Pred }_{k}} \longrightarrow 1 \tag{20}
\end{equation*}
$$

This shows that, for sufficiently large $k$, we have successful iterations. Therefore, there exists a positive constant $\nu^{*}$ so that, for sufficiently large $k$, $\nu_{k} \geq \nu^{*}$. This contradicts (19).
Under some extra assumptions on the problem and using the same proof line of Theorem 3.7 in [30], one can construct the superlinear convergence rate of the sequence $\left\{x_{k}\right\}$, generated by Algorithm 1, to its limit point $x^{*}$.

## 4 Numerical results

In this section, we focus on providing some computational results of applying Algorithm 1, denoted by FATRA, along with the following algorithms on some test problems in order to compare their performances:

- NATRM: Algorithm 2.1 in [30];
- NATRA: Algorithm 2.1 in [30] in which the nonmonotone term in computing the trust region ratio $r_{k}$ is replaced by $R_{k}$, as given by (4);
- FATRM: Algorithm 1 in which the nonmonotone term in computing the trust region ratio $r_{k}$ is replaced by $f_{\ell(k)}$, as given by (5);

All the algorithms are implemented in MATLAB 7.10.0 (R2010a) environment on a PC with CPU 2.0 GHz and 4GB RAM memory and double precision format. The following parameters are considered in the relevant algorithms:

$$
\begin{aligned}
& \mu=0.1, \mu_{1}=0.25, \mu_{2}=0.75, \epsilon_{\min }=10^{-6}, \epsilon_{\max }=10^{6}, \Delta_{\max }=100, M=10 \\
& \sigma_{0}=c_{2}=0.5, \sigma_{1}=c_{1}=4, \nu_{\max }=\sigma_{1}^{4}, \nu_{0}=0.25, \varepsilon=\epsilon=10^{-6}, \delta=10^{-6}
\end{aligned}
$$

Moreover, in Step 5 of Algorithm 1, if $\gamma_{k+1} \leq \epsilon$, then we set $\theta_{1}=\epsilon$; if $\gamma_{k+1}>\frac{1}{\epsilon}$, then we set $\theta_{2}=\frac{1}{\epsilon}$. The simple subproblem at each iteration is solved by the procedure as mentioned in Remark 2. All the algorithms are being stopped either $\left\|g_{k}\right\| \leq 10^{-6}$, or the number of iterations and/or function evaluations exceeds 50000. In the latter case, we declare that the algorithm is failed. The considered test problems are those in [30] as well as some large-scale problems taken from [16] and [4]. We have also utilized the advantages of the performance profile of Dolan and Moré in [10] to compare the performances of considered algorithms.
Numerical results are given in Table 1. In this table, Prob stands for the problem name, and $n_{i}, n_{f}$ and $f_{\text {opt }}$ denote the number of iterations, the number of function evaluations and the optimum value of the objective function, respectively. It should be noted that the number of gradient evaluations are almost the same as $n_{i}$.

Figures 1 and 2 show the performance profiles of the results in Table 1 based on the number of iterations and function evaluations, respectively. At a glance to Figure 1, we can find out that, in terms of $n_{i}$, FATRA solves all the considered test problems successfully, while the other algorithms have at least one failure in their runs. Moreover, FATRA and FATRM algorithms solve roughly $67 \%$ and $61 \%$ of the problems at the lowest value of $n_{i}$, respectively. This percentage for NATRM and NATRA algorithms are $49 \%$ and $47 \%$, respectively. Figure 2 is drawn based on $n_{f}$ of the results in Table 1. From this figure, it is revealed that FATRA solves all the problems successfully while FATRM has one failure in its run. Moreover, NATRM and NATRA algorithms solve roughly $96 \%$ and $98 \%$ of the test problems successfully. On the other hand, FATRA and FATRM algorithms solve about $58 \%$ and $60 \%$ of test problems in the lowest value of $n_{f}$ while these percentages for NATRM and NATRA algorithms are about $34 \%$ and $22 \%$.

Besides the performance profiles of the considered algorithms based on $n_{i}$ and $n_{f}$, we have stored the average CPU time in 20 runs for each algorithms
and drew the performance profile of the considered algorithms based on CPU time in Figure 3. The result shows that FATRA works well in this regard too. Based on the above mentioned arguments, one can easily realize that FATRA is competitive with FATRM, NATRM and NATRA algorithms in terms of $n_{i}, n_{f}$ and CPU time. Moreover, the performance of FATRM is very close to FATRA.
Table 1: The numerical results

| Prob | $n$ | NATRM | NATRA | FAT RM | FATRA |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $n_{i} / n_{f} / f_{\text {opt }}$ | $n_{i} / n_{f} / f_{\text {opt }}$ | $n_{i} / n_{f} / f_{\text {opt }}$ | $n_{i} / n_{f} / f_{o p t}$ |
| Almost Perturbed Quadratic [4] | 1000 | 655/900/1.93e-013 | 637/892/9.27e-014 | 493/973/2.03e-013 | 503/1046/7.99e-014 |
|  | 5000 | 1595/2286/2.09e-013 | 1299/1895/1.85e-014 | 1272/2605/2.33e-013 | 1141/2331/5.99e-014 |
|  | 10000 | 3192/4675/2.07e-013 | 2710/4156/6.38e-014 | 2627/5713/4.47e-014 | 1993/4350/5.43e-022 |
| BIGGSB1(CUTE) [4] | 100 | 933/1286/1.28e-010 | 666/996/2.05e-010 | 930/1801/2.48e-010 | 908/1824/2.67e-012 |
|  | 500 | 11877/17751/6.31e-009 | 4979/7945/6.15e-010 | 10565/23394/3.19e-010 | 7179/16265/3.39e-012 |
|  | 1000 | Failed | 7920/13527/4.08e-011 | Failed | 18672/43134/9.51e-009 |
| Diagonal 4 [4] | 1000 | 9/12/6.96e-018 | 9/12/6.96e-018 | 8/8/8.94e-022 | 8/8/8.94e-022 |
|  | 5000 | 9/12/3.48e-018 | $9 / 12 / 3.48 \mathrm{e}-018$ | 8/9/1.60e-022 | 8/9/1.60e-022 |
|  | 10000 | 9/12/6.96e-0187 | 9/12/6.96e-018 | 8/8/8.94e-022 | 8/8/8.94e-022 |
| Diagonal 5 [4] | 1000 | 6/6/6.93e+002 | 6/6/6.93e+002 | 6/6/6.93e+002 | 6/6/6.93e+002 |
|  | 5000 | $6 / 6 / 3.46 \mathrm{e}+003$ | $6 / 6 / 3.46 \mathrm{e}+003$ | $6 / 6 / 3.46 \mathrm{e}+003$ | $6 / 6 / 3.46 \mathrm{e}+003$ |
|  | 10000 | 6/6/6.93e+003 | 6/6/6.93e+003 | 6/6/6.93e+003 | 6/6/6.93e+003 |

Table 1: The numerical results (continued)

| Prob | $n$ | NATRM |  | $F$ | $F A T R A$ |
| :--- | :--- | :--- | :---: | :---: | :---: |
|  |  | $n_{i} / n_{f} / f_{\text {opt }}$ | $n_{i} / n_{f} / f_{\text {opt }}$ | $F A T R M$ | $n_{i} / n_{f} / f_{\text {opt }}$ |

Table 1: The numerical results (continued)

| Prob | $n$ | NATRM | NATRA | FATRM | FATRA |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $n_{i} / n_{f} / f_{\text {opt }}$ | $n_{i} / n_{f} / f_{\text {opt }}$ | $n_{i} / n_{f} / f_{\text {opt }}$ | $n_{i} / n_{f} / f_{\text {opt }}$ |
| Extended DENSCHNB [4] | 1000 | 4/5/0 | 4/5/0 | 4/4/0 | 4/4/0 |
|  | 5000 | 4/5/1.10e-027 | 4/5/1.10e-027 | 4/4/1.97e-027 | 4/4/1.97e-027 |
|  | 10000 | 4/5/3.54e-026 | 4/5/3.54e-026 | 9/9/4.85e-022 | 9/9/4.85e-022 |
| Extended Himmelblau [4] | 1000 | 15/19/5.76e-018 | 15/19/5.76e-018 | 15/17/1.22e-024 | 15/17/1.22e-024 |
|  | 5000 | 15/19/2.88e-018 | 15/19/2.88e-018 | 15/15/5.88e-016 | 15/15/5.88e-016 |
|  | 10000 | 15/19/5.76e-018 | 15/19/5.76e-018 | 14/14/5.76e-018 | 14/14/5.76e-018 |
| Extended PSC1 [4] | 100 | 14/17/38.65 | 14/17/38.65 | 15/16/38.65 | 15/16/ 38.65 |
|  | 500 | 14/17/1.93e+002 | 14/17/1.93e+002 | 14/15/1.93e+002 | 14/15/1.93e+002 |
|  | 1000 | 14/17/3.86e+002 | 14/17/3.86e+002 | 15/16/3.86e+002 | 15/16/3.86e+002 |
| Extended Tridiagonal 1 [4,30] | 1000 | 27/28/5.91e-009 | 27/28/5.91e-009 | 29/34/2.08e-009 | 29/34/2.08e-009 |
|  | 5000 | 22/23/1.07e-008 | 22/23/1.07e-008 | 29/34/3.31--009 | 28/34/3.39e-009 |
|  | 10000 | 33/37/5.95e-009 | 33/37/5.95e-009 | 35/38/9.31e-009 | 35/38/9.31e-009 |

Table 1: The numerical results (continued)

| Prob | $n$ | NATRM | NATRA | FATRM | FATRA |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $n_{i} / n_{f} / f_{\text {opt }}$ | $n_{i} / n_{f} / f_{\text {opt }}$ | $n_{i} / n_{f} / f_{\text {opt }}$ | $n_{i} / n_{f} / f_{\text {opt }}$ |
| Extended White and Holst [4,30] | 1000 | 81/126/9.10e-013 | 81/126/9.10e-013 | $51 / 74 / 1.29 \mathrm{e}-016$ | 51/74/1.29e-016 |
|  | 5000 | 82/127/2.27e-012 | 82/127/2.27e-012 | 51/64/1.77e-013 | 51/64/1.77e-013 |
|  | 10000 | 84/129/4.09e-018 | 84/129/4.09e-018 | 71/98/1.41e-012 | 71/98/1.41e-012 |
| Extended Wood [4] | 1000 | $362 / 535 / 1.16 \mathrm{e}-014$ | 362/535/1.16e-014 | 727/1486/2.71e-015 | 729/1477/1.14e-013 |
|  | 5000 | 340/482/1.71e-014 | 340/482/1.71e-014 | 738/1347/5.33e-016 | 775/1477/9.67e-014 |
|  | 10000 | 154/234/4.16e-013 | 163/247/2.71e-016 | 810/1494/1.21e-013 | 819/1667/1.26e-014 |
| FLETCHCR [4] | 100 | 1628/2261/5.15e-013 | 1342/1998/5.49e-013 | 1470/2969/3.70e-013 | 1349/2816/4.92e-013 |
|  | 500 | 17074/25117/1.48e-011 | 10312/16396/9.85e-012 | 11449/24915/1.37e-011 | 9827/23269/1.001e-011 |
|  | 1000 | Failed | 21632/36672/5.86e-011 | Failed | Failed |
| Full Hessian FH2 [4] | 100 | 958/1365/6.90e-013 | 1806/3034/5.98e-014 | 1185/2513/1.55e-013 | 1386/3161/9.65e-013 |
|  | 500 | 10604/15314/9.06e-013 | 7234/11124/8.75e-014 | 8535/18335/4.49e-013 | 11448/26746/7.49e-013 |
|  | 1000 | 31551/45869/7.05e-013 | Failed | Failed | Failed |

Table 1: The numerical results (continued)

| Prob | $n$ | NATRM | NATRA | FATRM | FATRA |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $n_{i} / n_{f} / f_{o p t}$ | $n_{i} / n_{f} / f_{\text {opt }}$ | $n_{i} / n_{f} / f_{\text {opt }}$ | $n_{i} / n_{f} / f_{\text {opt }}$ |
| Full Hessian FH3 [4] | 1000 | 5/11/-0.24 | 5/11/-0.24 | 5/6/-0.24 | 5/6/-0.24 |
|  | 5000 | 5/12/-0.24 | 5/12/-0.24 | 5/5/-0.24 | 5/5/-0.24 |
|  | 10000 | 5/12/-0.24 | 5/12/-0.24 | 4/4/-0.24 | 4/4/-0.24 |
| Generalized Quartic [4] | 1000 | 12/14/2.46e-019 | 12/14/2.46e-019 | 12/13/4.31e-018 | 12/13/4.31e-018 |
|  | 5000 | 11/13/6.55e-015 | 11/13/6.55e-015 | 14/14/8.49e-021 | 14/14/8.49e-021 |
|  | 10000 | 10/12/9.61e-014 | 10/12/9.61e-014 | 10/10/5.74e-021 | 10/10/5.74e-021 |
| Generalized Rosenbrock [4] | 100 | 3866/5551/6.41e-013 | 3653/5351/5.45e-014 | 3675/7761/6.30e-013 | 3574/7681/9.96e-013 |
|  | 500 | 13137/18512/9.78e-013 | 12942/18263/9.15e-013 | 12098/24912/2.10e-013 | 12031/24890/7.25e-013 |
|  | 1000 | 24527/34507/9.87e-013 | 24550/34658/2.27e-013 | 23410/48550/2.62e-013 | 23352/48494/5.17e-014 |
| Generalized Tridiagonal 1 [4] | 100 | 29/31/97.21 | 29/31/97.21 | 29/30/97.21 | 29/30/97.21 |
|  | ${ }^{500}$ | 29/31/4.97e+002 | 29/31/4.97e+002 | 29/30/4.97e+002 | 29/30/4.97e+002 |
|  | 1000 | 29/31/9.97e+002 | 29/31/9.97e+002 | 29/30/9.97e+002 | 29/30/9.97e+002 |

Table 1: The numerical results (continued)

| Prob | $n$ | NATRM | NATRA | FATRM | FATRA |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $n_{i} / n_{f} / f_{o p t}$ | $n_{i} / n_{f} / f_{\text {opt }}$ | $n_{i} / n_{f} / f_{\text {opt }}$ | $n_{i} / n_{f} / f_{\text {opt }}$ |
| IE [16] | 1000 | 9/10/ 1.54e-011 | 10/11/4.50e-15 | 9/9/ 1.26e-11 | 10/10/3.51e-15 |
|  | 5000 | 10/11/2.25e-014 | 10/11/2.25e-014 | 10/10/1.75e-014 | 10/10/1.75e-014 |
|  | 10000 | 10/11/ 9.00e-015 | 10/11/ 9.00e-015 | 10/10/7.02e-15 | 10/10/7.02e-15 |
| LIARWHD [4] | 1000 | 53/84/2.89e-018 | $53 / 84 / 2.89 \mathrm{e}-018$ | 64/102/2.83e-018 | 64/102/2.83e-018 |
|  | 5000 | 49/82/2.48e-021 | 49/82/2.48e-021 | 46/69/1.36e-014 | 46/69/1.36e-014 |
|  | 10000 | 58/105/2.36e-019 | 58/105/2.36e-019 | 58/88/4.02e-017 | 58/88/4.02e-017 |
| NONDIA [4] | 100 | $22 / 30 / 1.59 \mathrm{e}-023$ | $22 / 30 / 1.59 \mathrm{e}-023$ | 19/22/4.53e-016 | 19/22/4.53e-016 |
|  | 500 | 24/33/3.75e-024 | $24 / 33 / 3.75 \mathrm{e}-024$ | 17/23/5.34e-021 | 17/23/5.34e-021 |
|  | 1000 | 18/28/1.69e-013 | 18/28/1.69e-013 | 17/23/1.09e-018 | 17/23/1.09e-018 |
| PEN1 [16] | 100 | 309/555/9.02e-004 | 162/290/ 9.02e-04 | 35/39/ 9.02e-004 | 42/46/9.02e-04 |
|  | 500 | 252/426/0.004 | 290/526/0.004 | 107/121/0.004 | 107/121/0.004 |
|  | 1000 | 87/165/9.68e-3 | $204 / 338 / 9.68 \mathrm{e}-3$ | 229/249/0.9.68e-3 | 230/250/9.68e-3 |

Table 1: The numerical results (continued)

| Prob | $n$ | $N A T R M$ | $N A T R A$ | $F$ | $F$ |
| :--- | :--- | :--- | :---: | :---: | :---: |
|  |  | $n_{i} / n_{f} / f_{\text {opt }}$ | $N A T R M$ | $n_{i} / n_{f} / f_{o p t}$ | $n_{i} / n_{f} / f_{o p t}$ |

Table 1: The numerical results

| Prob | $n$ | NATRM | NATRA | FATRM | FATRA |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $n_{i} / n_{f} / f_{\text {opt }}$ | $n_{i} / n_{f} / f_{o p t}$ | $n_{i} / n_{f} / f_{o p t}$ | $n_{i} / n_{f} / f_{o p t}$ |
| Raydan 1 [4, 30] | 1000 | 8/8/10000 | 8/8/10000 | 7/7/10000 | 7/7/10000 |
|  | 5000 | 8/8/5000 | 8/8/5000 | 7/7/5000 | 7/7/5000 |
|  | 10000 | 8/8/10000 | 8/8/10000 | 7/7/10000 | 7/7/10000 |
| ROSEX [16] | 1000 | 61/122 / 4.50e-021 | 64/100/5.18e-17 | 68/109/2.05e-014 | 68/109/2.05e-14 |
|  | 5000 | 60/118 /2.73e-020 | 67/105 /2.93e-17 | $32 / 38 / 3.41 \mathrm{e}-016$ | 32/38/3.41e-16 |
|  | 10000 | 56/115/5.95e-016 | 71/151/4.66e-16 | 44/58/ 7.75e-016 | 44/58/3.23e-16 |
| SINGX [16] | 100 | 517/775/ 2.64e-009 | 7724 / 14030 / 4.01e-09 | $373 / 769 / 9.74 \mathrm{e}-008$ | 491/1003/ 1.84e-09 |
|  | 500 | 384/595/2.91e-009 | $7474 / 13674 / 2.91 \mathrm{e}-009$ | 575/1178/5.88e-009 | 575/1178/5.88e-009 |
|  | 1000 | 28640/46632/2.66e-006 | $3421 / 6120 / 5.70 \mathrm{e}-09$ | 350/479/1.42e-007 | 1045/2440/4.90e-09 |
| TRIDIA [4] | 1000 | 1984/2896/3.30e-013 | 2510/3880/3.42e-013 | 2657/5835/3.41e-013 | 2185/4915/4.29e-014 |
|  | 5000 | 13693/20572/3.39e-013 | 11464/17956/6.38e-014 | 10928/24370/3.46e-013 | 9142/21255/3.40e-013 |
|  | 10000 | 20721/31085/3.39e-013 | 13317/21063/1.53e-014 | 22037/48796/2.59e-013 | 18893/42973/4.81e-017 |



Figure 1: Performance profile of considered algorithms based on $n_{i}$


Figure 2: Performance profile of considered algorithms based on $n_{f}$


Figure 3: Performance profile of considered algorithms based on CPU time

## 5 Conclusion

In this paper, a new nonmonotone adaptive trust region method for solving unconstrained optimization problems based on a simple subproblem is presented. The new proposed algorithm uses the advantage of the adaptive trust region method, as proposed in [5], with the nonmonotone term, as suggested in [2]. The global convergence property of the new proposed method
is established under some standard assumptions. Numerical results on some large-scale test problems confirm the efficiency and effectiveness of the new proposed algorithm in comparison with some other existing algorithms in the literature.
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## Persian Translation of

## Abstracts

روشهاى مشتق دوم مرتبه بالا با پايدارى رانگخ-كوتا براى حل عددى معادلات ديفرانسيل معمولى

$$
\begin{aligned}
& \text { على عبدى و غلامرضا حجتى } \\
& \text { دانشكاه تبريز، دانشكده علوم رياضى }
\end{aligned}
$$

چجكيده : ساخت روش-هاى خطى عمومى مشتق دوم (SGLMs) از مراتب پنج و شش را بحث و توصيف
 هستند. برخى نتايج عددى براى نشان دادن كارايى روش-هایى ساخته شده براى حل مسائل مقدار اوليه سخت ارائه مى شوند .

كلمات كليدى : معادله ديفرانسيل معمولى؛ روشَ-هاى خطى عمومى؛ پايدارى رانگ-كوتا؛ A - پايدارى؛ روش-هاى مشتق دوم.

# الگُوريتم بلوكىLSMR براى حل دستگاه معادلات خطى با جند طرف ثانى 

$$
\begin{aligned}
& \text { ' } \\
& \text { 「「 دانشگاه فردوسى مشهد، قطب علمى مدلسازى و كنترل دستگاه ها ها } \\
& \text { 「「 دانشگاه سيستان و بلو جستان، گروه رياضى }
\end{aligned}
$$

چچكيده ：LSMR（مانده مينيمال كمترين توانهاى دوم）يك روش تكرارى براى حل دستگاه معادلات
 حل دستگاههاى خطى با چند طرف ثانی ثانى ارائه مىدهد．الگا




شدهاند، كارايى روش ارائه شده را تاييد خواهند كرد．
كلمات كليدى ：روش LSMR ؛ دوقطرى سازى؛ روشهاى بلوكى؛ روشهاى تكرارى؛ چند طرف
ثانى.

# مرورى عملى از روش تجزيه آدوميان: جنبه هاى بِياده سازى كاميوترى 

داحمد ملابهر/مى

جكيده : در اين مقاله، مروى عملى از روش تجزيه آدوميان، جهت توسعه آن براى بررسى مسايل غيرخطى




 مقاله طرح يزى شده است.

كلمات كليدى : روش تجزيه آدوميان؛ چِندجمله ایى هاى آدوميان؛ مسايل غيرخطى انتگرال- ديفرانسيل؛ جواب سرى؛ مسايل غيرخطى قوى؛ محاسبات و برنامه هاى صريح ماشينى.

يك روش خط بدون شبكه سازگار بر اساس توابع پايه شعاعى

> جعفر بیى آزار و محمد هوسمى
> دانشگاه كيلان، دانشكده علوم رياضي، گروه رياضي كاربردي

جكيده : در اين مقاله، از يك روش خط بدون شبكه سازگار براى توزيع نقاط در دامنه فضايى استفاده مى


 كه در شرايطى مشخص، صدق كنند. براى نشان دادن كارين داريى الكوريتم و توانايىى آن در افزايش دقت، آنرا در تعدادى مثال نمونه به كار مى بريم.

كلمات كليدى : روش هاى بدون شبكه سازگار؛ روش خط بدون شبكه؛ توابع پايه شعاعى.

كاربرد روش معادله ساده توسعه يافته براى معادلات برگرز ، هوكسلى و هوكسلى برگرز

> زينب آياتى، متتبى مر/دى و محمد ميززازاده
> دانشكاه كيلان، دانشكده فنى و مهندسى شرق كيلان، كروه علوم مهندسى

چچكيده : در اين مقاله، روش معادله ساده توسعه يافته براى به دست آوردن جواب-جهاى معادلات بركِزز،
 است.نشان داده شده است كه روش ارائه شده يك ابزار رياضى قوى و بسيار موثر براى حل معادلات با مشتقات جزئى مى باشد.

كلمات كليدى : روش معادله ساده توسعه يافته؛ معادله بركزز؛ معادله هوكسلى؛ معادله بركرز-هوكسلى.

## بر رسى شرايط همگرايى و بايدارى يك جواب تقريبى مسأله معكوس هدايت گرما توسط روش

 اختلال هموتوبىقدسيه جنتى و على ذاكرى

دانشًا، نواجه نصير الدين طوسى، دانشكده رياضى

جكيده : در اين مقاله كاربرد روش اختلال هموتويى براى حل يك مسأله معكوس هدايت كرمايى غير يرخطى
 ناشناخته در يك دامنه كراذ-دار است. علاوه بر اين مقدار دما در در يك كران دران دامنه تعريف مجهول است است.


 قرار مي-گيرد. در آخر يك كران بالاى خطا ارائه مي-گردد.

كلمات كليدى : روش اختلال هموتويى ؛ معادلات نفوذ؛ روش-هاى گسسته- سازى؛ مسائل معكوس.

يك روش ناحيه اعتماد وفقى نايكنوا براى مسايل بهينه سازى نامقيد بر اساس يك زير مساله ساده

’ ' دانشكاه صنعتى خواجه نصير الدين طوسى، دانشكده رياضى


چچكيده : با بكارگيرى يک مدل درجه دوم ساده در زيرمساله ناحيه اعتماد، يكى روش ناحيه اعتماد وفقى
 روى روش پيشنهادى در (
 براى بهنگام شعاع ناحيه اعتماد و يك تكنيك نايكنوا مجهز شده است. تحت برخى فرضيات استاندارد

 و نتايج حاصل با برخى الگوريته-هاى موجود در ادبيات موضوع مورد مقايسه قرار مي-گيرند.

كلمات كليدى : روش-هاى ناحيه اعتماد؛ شعاع وفقى؛ تكنيك نايكنو!؛ تقريب اسكالر ماتريس هسين؛
همغرايى سراسرى.
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