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of Mashhad. Faculty of Mathematical Sciences with three centers of excel-
lence and three research centers is well-known in mathematical communities
in Iran.

The main aim of the journal is to facilitate discussions and collabora-
tions between specialists in applied mathematics, especially in the fields of
numerical analysis and optimization, in the region and worldwide.

Our vision is that scholars from different applied mathematical research
disciplines, pool their insight, knowledge and efforts by communicating via
this international journal.

In order to assure high quality of the journal, each article is reviewed by
subject-qualified referees.
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ematical journal in the world. We trust that by publishing quality research
and creative work, the possibility of more collaborations between researchers
would be provided. We invite all applied mathematicians especially in the
fields of numerical analysis and optimization to join us by submitting their
original work to the Iranian Journal of Numerical Analysis and Optimization.
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High order second derivative methods
with Runge–Kutta stability for the
numerical solution of stiff ODEs

A. Abdi∗ and G. Hojjati

Abstract

We describe the construction of second derivative general linear methods

(SGLMs) of orders five and six. We will aim for methods which are A–stable
and have Runge–Kutta stability property. Some numerical results are given
to show the efficiency of the constructed methods in solving stiff initial value
problems.

Keywords: Ordinary differential equation; General linear methods; Runge–
Kutta stability; A–stability; Second derivative methods.

1 Introduction

In many fields such as control theory, chemical kinetics, biology and the
movement of stars in galaxies, dynamic behavior is modeled by systems of
ordinary differential equations (ODEs). We consider the autonomous ODEs
in the form

y′(x) = f(y(x)), x ∈ [x0, x],

y(x0) = y0,
(1)

where f : Rm → Rm and m is the dimensionality of the system. We restrict
our attention to autonomous systems because non-autonomous systems can
be made autonomous by adding an extra equation to the system.

For system (1), let g := fyf . For problems in which g can be calcu-
lated along with f , at a moderate additional cost, second derivative meth-
ods become feasible. General linear methods (GLMs) [6, 7, 12] as a unifying
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2 A. Abdi and G. Hojjati

framework for the traditional methods, like Runge–Kutta methods, linear
multistep methods, predictor–corrector methods and hybrid methods, have
been extended to the second derivative general linear methods (SGLMs) by
Butcher and Hojjati [8]. These methods which are s-stage and r-value, for
the numerical solution of (1) are given by

Y [n] = h(A⊗ Im)F (Y [n]) + h2(A⊗ Im)G(Y [n]) + (U ⊗ Im)y[n−1],

y[n] = h(B ⊗ Im)F (Y [n]) + h2(B ⊗ Im)G(Y [n]) + (V ⊗ Im)y[n−1],
(2)

where h is the stepsize, A, A ∈ Rs×s, U ∈ Rs×r, B, B ∈ Rr×s and V ∈
Rr×r and notation ⊗ is the Kronecker product. Here, Y [n] = [Y

[n]
i ]si=1 is an

approximation of stage order q to the vector y(xn−1+ch) = [y(xn−1+cih)]
s
i=1,

i.e.

Y
[n]
i =

q∑
k=0

cki
k!
hky(k)(xn−1) +O(hq+1), i = 1, 2, . . . , s, (3)

F (Y [n]) := [f(Y
[n]
i )]si=1 and G(Y [n]) := [g(Y

[n]
i )]si=1 where the vector c =

[c1 c2 · · · cs]
T is the abscissa vector. Also the vectors y[n−1] = [y

[n−1]
i ]ri=1

and y[n] = [y
[n]
i ]ri=1 are the input and output vectors at the step number n,

respectively, which for a method of order p take the following forms

y
[n−1]
i =

p∑
k=0

αikh
ky(k)(xn−1) +O(hp+1), i = 1, 2, . . . , r, (4)

and

y
[n]
i =

p∑
k=0

αikh
ky(k)(xn) +O(hp+1), i = 1, 2, . . . , r, (5)

for some αik ∈ R associated with the method.

The main features of SGLMs including pre-consistency, consistency, zero-
stability and types of these methods have been discussed in [3]. It has been
shown in [4] that the SGLM (2) with the input vector (4) has order p and
stage order q = p iff

ecz = zAecz + z2Aecz + Uw(z) +O(zp+1), (6)

ezw(z) = zBecz + z2Becz + V w(z) +O(zp+1). (7)

where

ecz =
[
ec1z ec2z · · · ecsz

]T
,

and w(z) is a vector with elements given by

wi(z) =

p∑
k=0

αikz
k, i = 1, 2, · · · , r.
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In the special SGLMs with p = q = r = s, U = Is and V e = e, e =
[1, 1, . . . , 1]T ∈ Rs, an equivalent condition for order conditions has been
found in [5] as

B = B0 −AB1 −AB2 − V B3 − (B − V A)B4 + V A,

where the (i, j) elements of B0, B1, B2, B3, and B4 are given respectively by∫ 1+ci
0

ϕj(x)dx

ϕj(cj)
,

ϕj(1 + ci)

ϕj(cj)
,

ϕ′j(1 + ci)

ϕj(cj)
,

∫ ci
0
ϕj(x)dx

ϕj(cj)
,

ϕ′j(ci)

ϕj(cj)
.

Here,

ϕi(x) =
s∏

j=1,j ̸=i

(x− cj), i = 1, 2, · · · , s.

Construction of SGLMs which are also suitable for the numerical solution of
differential algebraic equations (DAEs) has been discussed in [10]. Some ob-
tained order barries for different types of SGLMs, found in [3,4,10], are useful
in construction of these methods. These barriers have been also confirmed
by means of order arrows by Abdi and Butcher [1, 2]. Recently, efficiency of
these methods in solving stiff ODEs arising from chemical reactions has been
shown in [11].

In continuation of studying on SGLMs, in this paper we construct A–
stable methods of orders five and six with r = s = 3 and Runge–Kutta
stability property.

Next sections of this paper are organized as follows: In Sec. 2, we discuss
about stability behaviour of Runge–Kutta stable three-stage methods. Sec.
3 is devoted to construction of SGLMs of orders five and six with A–stability
property. Some numerical experiments are given in Sec. 4 to demonstrate
the efficiency of the constructed methods.

2 RKS three-stage methods

We first recall that the stability matrix for SGLMs can be obtained by ap-
plying the methods to the standard test problem of Dahlquist [9] y′ = ζy,
where ζ is a complex number, which it is

M(z) = V +
(
zB + z2B

)(
I − zA− z2A

)−1
U,

where z = hζ. Thus, we are interested in stable behavior of powers of M(z).
If M(z) has only a single non-zero eigenvalue, R(z), then the method is said
to possess Runge-Kutta stability (RKS) property. For RKS methods, the
stability behaviour is related to R(z).
For the methods in which coefficient matrices A and A are lower triangular



4 A. Abdi and G. Hojjati

with the same elements λ and µ on the diagonal, respectively, R(z) takes the
form

R(z) =
N(z)

(1− λz − µz2)s
, (8)

where deg(N) ≤ 2s. For the methods of order five and six with three stages
that will be discussed in Sec. 3, the polynomial N defined in (8) satisfies

N(z) = (1− λz − µz2)3ez − C5z
6 +O(z7),

and
N(z) = (1− λz − µz2)3ez +O(z7),

respectively, for an arbitrary C5 as the error constant of the method. For the
method of order six, the error constant is

C6 =
1

5040
− 1

240
λ− 1

40
µ+

1

4
λµ+

( 1

40
− 1

2
µ
)
λ2 +

(1
2
− 3

2
λ
)
µ2 − 1

24
λ3 − µ3.

For these methods to be A–stable, using E-polynomial theorem [7], it is
necessary and sufficient that λ > 0, µ < 0, and so that the E(y) is non-
negative for y real where the E-polynomial is defined by

E(y) = |1− λiy + µy2|6 − |N(iy)|2,

where i is the imaginary unit. The boundary of the regions of A-stable choices
of (λ, µ) for the methods of order five (with different values of C5) and order
six are plotted in Figure 1 and Figure 2.

λ

µ

0 0.5 1 1.5 2
−0.6

−0.4

−0.2

0

C = −10−3

C = −5 × 10−4

C = −10−4

Figure 1: The boundary of the regions of A–stable choices of (λ, µ) for s = 3, p = 5
corresponding to C = −10−3,−5× 10−4,−10−4
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λ

µ

0 0.5 1 1.5 2
−0.6

−0.4

−0.2

0

Figure 2: The boundary of the region of A–stable choices of (λ, µ) for s = 3, p = 6

3 A–stable RKS methods of orders 5 and 6

Construction SGLMs of orders p = q ≤ 4 has been discussed in [3–5, 10]. In
this section, we construct A–stable three-stage methods of orders five and
six with RKS property. Throughout the construction of these methods, we
will consider U = Is and V = evT where v ∈ Rr and vT e = 1. The later
guarantees zero-stability of the methods [3].

3.1 Order 5 methods

Choosing c = [0 1
2 1]T , (λ, µ) = (0.6,−0.1) from the intersection of the

regions in Figure1 and solving the order conditions and the nonlinear RKS
conditions, the coefficients matrices of the method take the following forms
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A =


0.6000000000 0 0

0.4538633794 0.6000000000 0

0.8442059328 0.8999163314 0.6000000000

 ,

A =


−0.1000000000 0 0

−0.1450566118 −0.1000000000 0

−0.9847293116 −0.1278647721 −0.1000000000

 ,

B =


0.3902646263 0.4639576064 0.2524239604

−0.3312778090 1.1306242731 0.3534363496

5.0478598121 −4.1644469839 −0.5208888994

 ,

B =


−0.2677332867 −0.3732899225 −0.0223237563

−0.4095181371 −0.6362626571 −0.0357186615

0.5750983052 1.6053219094 0.0622616286

 ,
v =

[
1.2203054517 −0.3423946125 0.1220891608

]T
.

This method is A–stable with the error constant C5 ≈ −3.50× 10−4.

3.2 Order 6 methods

Choosing c = [0 c1 1]T , c1 as a free parameter, and solving the order condi-
tions and the nonlinear RKS conditions, we get c1 = −1.4989329045 and the
coefficients matrices of the method take the following forms

A =


0.4007120047 0 0

0.5574459850 0.4007120047 0

0.7281456081 0.0121320319 0.4007120047

 ,

A =


−0.0612701047 0 0

−0.0145743957 −0.0612701047 0

0.3881180321 0.1117302066 −0.0612701047

 ,

B =


1.1371686053 0.2249968367 0.0903218055

−0.0512895056 0.1078326109 −0.6604347472

1.5642870990 0.3929237249 −0.2450012162

 ,
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B =


−0.0425486219 0.0078897842 −0.0128566928

0.1945434509 −0.0296649869 0.0449770864

0.3584398092 0.0701030286 −0.0116769898

 ,
v =

[
0.8572479903 0.2113738061 −0.0686217964

]T
.

The obtained value for (λ, µ) is the interior of the region of A–stable choices
presented in Figure 2. The error constant for this A–stable method is C6 ≈
2.56× 10−5.

4 Numerical verifications

In this section we present some numerical results by applying the constructed
methods of orders five and six in Sec. 3, in order to demonstrate the theo-
retical expectations. Computational experiments are carried out by applying
the methods to the following two stiff problems.

S1– The non-linear stiff test problem{
y′1(x) = −1002y1(x) + 1000y22(x), y1(0) = 1,

y′2(x) = y1(x)− y2(x)(1 + y2(x)), y2(0) = 1.

The exact solution is y1(x) = exp(−2x) and y2(x) = exp(−x) and
x ∈ [0, 1].

S2– The stiff initial value problem arose from a chemistry problem
y′1(x) = −0.013y2 − 1000y1y2 − 2500y1y3, y1(0) = 0,

y′2(x) = −0.013y2 − 1000y1y2, y2(0) = 1,

y′3(x) = −2500y1y3, y3(0) = 1.

The reference solution at x = 2 is

y1(2) = −0.3616933169289× 10−5,

y2(2) = 0.9815029948230,

y3(2) = 1.018493388244.

Numerical results for the Problem S1, reported in Table 1, illustrate accuracy
of the methods of order 5 and 6. These results are obtained with fixed
stepsizes h = 1/2k with several integer values for k. In this table, we have
listed norm of error ∥eh(x)∥ at the endpoint of integration x = 1. Also,
in this table, the rows p refer to the numerical estimates to the order of
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convergence, computed by the formula p = log2(∥eh(x)∥/∥eh/2(x)∥) where
eh(x) and eh/2(x) are errors corresponding to stepsizes h and h/2.

Table 1: The global error at the end of the interval of integration [0, 1] for
problem S1

h 2−2 2−3 2−4 2−5

Order 5 method 2.25× 10−7 5.61× 10−9 1.51× 10−10 4.34× 10−12

p 5.33 5.22 5.12

Order 6 method 6.92× 10−8 2.94× 10−10 2.45× 10−12 5.03× 10−14

p 7.88 6.91 5.61

Numerical results for the Problem S2 are given in Table 2 with stepsize
h = 0.001. Comparing the obtained results by the methods with the refer-
ence solution shows the efficiency of the methods for solving stiff non-linear
problems.

Table 2: Numerical results for problem S2 solved by the methods of orders
five and six

x y Order 5 method Order 6 method

y1 −0.3616933169478728× 10−5 −0.3616933215630078× 10−5

2 y2 0.9815029948594308 0.9815030036954803

y3 1.018493388207507 1.018493379371295

0 0.5 1 1.5 2
10

−16

10
−15

10
−14

10
−13

10
−12

x

2+
y 1−

y 2−
y 3

Figure 3: Variation of 2 + y1 − y2 − y3 versus x which y1, y2 and y3 are the
numerical solutions obtained by the method of order 5
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0 0.5 1 1.5 2
10

−16

10
−15

10
−14

10
−13

x

2+
y 1−

y 2−
y 3

Figure 4: Variation of 2 + y1 − y2 − y3 versus x which y1, y2 and y3 are the
numerical solutions obtained by the method of order 6

The differential equations in Problem S2 satisfy a linear conservation law

2 + y1(x)− y2(x)− y3(x) = 0, (9)

for all x. In Figure 3 and Figure 4, we have plotted the graph of 2+y1−y2−y3
versus x. We observe that for both methods of orders five and six equation (9)
for the obtained numerical solutions holds approximately with high accuracy
which demonstrate the accuracy of the applied methods.

5 Conclusion

For methods of higher orders (p ≥ 5) with p = q = r = s, it is no longer pos-
sible to solve the nonlinear systems of equations for satisfying RKS property
by symbolic manipulation packages [5]. It seems that this difficulty does not
appear for methods with fewer stages. In this paper we constructed RKS
methods of orders p = 5 and p = 6 with r = s = 3.
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The block LSMR algorithm for solving
linear systems with multiple

right-hand sides

F. Toutounian∗ and M. Mojarrab

Abstract

LSMR (Least Squares Minimal Residual) is an iterative method for the

solution of the linear system of equations and least-squares problems. This
paper presents a block version of the LSMR algorithm for solving linear sys-
tems with multiple right-hand sides. The new algorithm is based on the block
bidiagonalization and derived by minimizing the Frobenius norm of the resid-

ual matrix of normal equations. In addition, the convergence of the proposed
algorithm is discussed. In practice, it is also observed that the Frobenius
norm of the residual matrix decreases monotonically. Finally, numerical ex-
periments from real applications are employed to verify the effectiveness of

the presented method.

Keywords: LSMR method; Bidiagonalization; Block methods; Iterative
methods; Multiple right-hand sides.

1 Introduction

This paper is concerned with the solution of linear system of the form

AX = B, A ∈ Rn×n, B ∈ Rn×s, s≪ n. (1)

If A is large and sparse or sometimes not readily available, then iterative
solvers may become the only choice. These solvers are categorized to the
following three classes:
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The first class is the global methods. The term global is due to Saad [34]
and has been further expanded by Jbilou et al. [21] with the global FOM and
GMRES algorithms for matrix equations. These methods are based on the
use of a global projection process onto a matrix Krylov subspace. References
on this class include [2, 7, 8, 12,13,13,21–23,25–27,32,33].

The second class is the seed methods. The main idea of this kind of
methods is briefed below. We first select a single system as the seed system
and generate the corresponding Krylov subspace. Then we project all the
residuals of the other linear systems onto the same Krylov subspace to find
new approximate solutions as initial approximations. See [3,5,7,18,20,30,35]
for details.

The last class is the block methods which are more suitable for dense
systems with preconditioner. The first block solvers are the block conjugate
gradient (Bl-CG) algorithm and the block biconjugate gradient (Bl-BCG) al-
gorithm proposed in [28]. Variable Bl-CG algorithms for symmetric positive
definite problems are implemented on parallel computers [19,29]. If the ma-
trix is symmetric, an adaptive block Lanczos algorithm and a block version of
Minres method are devised in [17]. For nonsymmetric problems, the Bl-BCG
algorithm [6, 28], the block generalized minimal residual (Bl-GMRES) algo-
rithm [1,1,4,7,9–11,36,37], the block quasi minimum residual (Bl-QMR) al-
gorithm [14], the block BiCGStab (Bl-BICGSTAB) algorithm [31], the block
Lanczos method [34] and the block least squares (Bl-LSQR) algorithm [15]
have been developed.

In this paper, we present a block version of LSMR algorithm [4] for solving
the problem (1). Our algorithm is based on the block bidiagonalization [9].
We construct a simple recurrence formula for generating the sequences of ap-
proximations {Xk} such that the Frobenius norm of ATRk decreases mono-
tonically, where Rk = B −AXk.

Throughout this paper, we use the following notations. For two n × s
matrices X and Y , we define the following inner product: ⟨X,Y ⟩ = tr(XTY ),
where tr(Z) denoted the trace of the square matrix Z. The associated norm
is the Frobenius norm denoted by ∥ · ∥F . We will use the notation ⟨·, ·⟩2 for
the usual inner product in Rn and the associated norm denoted by ∥ · ∥2.
Finally, 0s and Is will denote the zero and the identity matrices in Rs×s.

The remainder of this paper is organized as follows. In Section 2, we give
a sketch of the LSMR method and its properties. In Section 3, we present
the block version of the LSMR algorithm. In Section 4, the convergence of
the presented algorithm is considered. In Section 5, some numerical experi-
ments on test matrices from the University of Florida Sparse Matrix Collec-
tion(Davis [7]) are presented to show the efficiency of the method. Finally,
we make some concluding remarks in Section 6.
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2 The LSMR algorithm

In this section, we present a brief of the LSMR algorithm [4], which is an
iterative method for solving real linear system of the form

Ax = b,

where A is a matrix of order n and x, b ∈ Rn.

LSMR algorithm uses an algorithm of Golub and Kahan [10], which is
stated as procedure Bidiag 1 in [32] to reduce the augmented matrix [b A] to
the upper-diagonal form [β1e1 Bk], where e1 denotes the first column of the
identity matrix. The procedure Bidiag 1 can be described as follows.

Bidiag 1 (Starting vector b; reduction to lower bidiagonal form)

β1u1 = b, α1v1 = ATu1,

βi+1ui+1 = Avi − αiui,
αi+1vi+1 = ATui+1 − βi+1vi,

}
i = 1, 2, . . . (2)

The scalars αi ≥ 0 and βi ≥ 0 are chosen so that ∥ui∥2 = ∥vi∥2 = 1. With
the definitions

Uk ≡ [u1, u2, . . . uk] , Vk ≡ [v1, v2, . . . , vk] , Bk ≡


α1

β2 α2

. . .
. . .

βk αk

βk+1

 ,
Lk+1 = [Bk αk+1ek+1] , Vk+1 =

[
Vk vk+1

]
,

the recurrence relations (2) may be rewritten as

Uk+1(β1e1) = b,

AVk = Uk+1Bk,

ATUk+1 = VkB
T
k + αk+1vk+1e

T
k+1 = Vk+1L

T
k+1.

ATAVk = ATUk+1Bk = Vk+1L
T
k+1Bk = Vk+1

[
BT

k

αk+1e
T
k+1

]
Bk,

= Vk+1

[
BT

k Bk

αk+1βk+1e
T
k

]
.

This is equivalent to what would be generated by the symmetric Lanczos pro-
cess with matrix ATA and starting vector AT b. As we observe the procedure
Bidiag1 will be stop if Avi − αiui = 0 or ATui+1 − βi+1vi = 0, for some i.
In exact arithmetic, we have UT

k+1Uk+1 = I and V T
k Vk = I, where I is the

identity matrix.
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Hence using procedure Bidiag 1 the LSMR method constructs an approxi-
mation solution of the form xk = Vkyk which solves the least-squares problem
minyk

∥AT rk∥, where rk = b−Axk. The main steps of the LSMR algorithm
can be summarized as follows.

Algorithm 1 LSMR algorithm

Set β1u1 = b, α1v1 = ATu1, α1 = α1, ζ1 = α1β1, ρ0 = 1, ρ0 = 1, c0 = 1,
s0 = 0, h1 = v1, h0 = 0, x0 = 0,
For k = 1, 2, . . ., until convergence Do:

βk+1uk+1 = Avk − αkuk,
αk+1vk+1 = ATuk+1 − βk+1vk,

ρk = (α2
k + β2

k+1)
1
2 ,

ck = αk/ρk,
sk = βk+1/ρk,
θk+1 = skαk+1,
αk+1 = ckαk+1,
θk = sk−1ρk,

ρk = ((ck−1ρk)
2
+ θ2k+1)

1
2 ,

ck = ck−1ρk/ρk,
sk = θk+1/ρk,
ζk = ckζk,
ζk+1 = −skζk,
hk = hk − (θkρk/

(
ρk−1ρk−1

)
)hk−1,

xk = xk−1 + (ζk/(ρkρk))hk,
hk+1 = vk+1 − (θk+1/ρk)hk,
If |ζk+1| is small enough then stop,

End Do.

More details about the LSMR algorithm can be found in [4].

3 The block LSMR method

We first recall the block Bidiag 1 algorithm [9]. This algorithm is the basis
for our block LSMR method.

The block Bidiag 1 procedure constructs the sets of the n×s block vectors
V1, V2, . . . and U1, U2, . . . such that V T

i Vj = 0s, U
T
i Uj = 0s, for i ̸= j, and

V T
i Vi = Is, U

T
i Ui = Is; and they form the orthonormal basis of Rn×ks.

Block Bidiag 1 (Starting matrix B; reduction to block lower bidiagonal
form)
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U1B1 = B, V1A1 = ATU1,

Ui+1Bi+1 = AVi − UiA
T
i ,

Vi+1Ai+1 = ATUi+1 − ViB
T
i+1,

}
i = 1, 2, . . . , k, (3)

where Ui, Vi ∈ Rn×s;Bi, Ai ∈ Rs×s, and U1B1, V1A1, Ui+1Bi+1, Vi+1Ai+1

are thin QR decompositions of the matrices B,ATU1, AVi−UiA
T
i , A

TUi+1−
ViB

T
i+1, respectively. With the definitions

Uk ≡ [U1, U2, . . . , Uk] , V k ≡ [V1, V2, . . . , Vk] , Tk ≡


AT

1

B2 A
T
2

. . .
. . .

Bk AT
k

Bk+1

 ,

the recurrence relations (3) may be rewritten as:

Uk+1E1B1 = B,

AV k = Uk+1Tk,

ATUk+1 = V kT
T
k + Vk+1Ak+1E

T
k+1,

where Ei is the (k + 1)s × s matrix which is zero except for the rows i to

i + s, which are the s × s identity matrix. We have also V
T

k V k = Iks and

U
T

k+1Uk+1 = I(k+1)s, where Il is the l × l identity matrix. We define

Lk+1 ≡
[
Tk Ek+1A

T
k+1

]
,

then

ATUk+1 = V k+1L
T

k+1,

ATAV k = ATUk+1Tk = V k+1L
T

k+1Tk = V k+1

[
TT
k

Ak+1E
T
k+1

]
Tk

= V k+1

[
TT
k Tk

Ak+1E
T
k+1Tk

]
. (4)

At iteration k we seek an approximate solution Xk of the form

Xk = V kYk, (5)

where Yk is an ks× s matrix. Let Bk ≡ AkBk for all k. Since

ATRk = ATB −ATAXk

= V1A1B1 −ATAV kYk,
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we have

ATRk = V1B1 − V k+1

[
TT
k Tk

Ak+1E
T
k+1Tk

]
Yk

= V k+1(E1B1 −

[
TT
k Tk

Bk+1E
T

k

]
Yk), (6)

where Ek is the ks× s matrix, which is zero except for kth s rows, which are
the s× s identity matrix.

In the block LSMR algorithm, we would like to choose Yk ∈ Rks×s which
minimizes the Frobenius norm of ATRk. From (6), ATRk can be written as

ATRk = V k+1

[
Ẽ1B1 − TT

k TkYk

−Bk+1E
T

k Yk

]
, (7)

where Ẽ1 is the matrix obtained from E1 by deleting its last block row. But
since the columns of the matrix V k+1 are orthonormal, it follows that:

∥ATRk∥2F =

∥∥∥∥∥
[
Ẽ1B1 − TT

k TkYk

−Bk+1E
T

k Yk

]∥∥∥∥∥
2

F

= ∥Ẽ1B1−TT
k TkYk∥2F +∥Bk+1E

T

k Yk∥2F .

(8)

We now define the linear operators χk and ψk as follows.

For Y ∈ Rks×s

χk(Y ) = TT
k TkY,

and

ψk(Y ) = Bk+1E
T

k Y.

Then the relation (8) can be expressed as

∥ATRk∥2F = ∥χk(Yk)− Ẽ1B1∥2F + ∥ψk(Yk)∥2F . (9)

Therefore, Yk minimizes the Frobenius norm of the quantity ATRk if and
only if it satisfies the following linear matrix equation

χT
k (χk(Yk)− Ẽ1B1) + ψT

k (ψk(Yk)) = 0s, (10)

where the linear operators χT
k and ψT

k are the transpose of the operators χk

and ψk, respectively. Therefore, (10) is also written as the following

(TT
k Tk)

T (TT
k TkYk − Ẽ1B1) + (Bk+1E

T

k )
T (Bk+1E

T

k Yk) = 0s. (11)

Hence, Yk is given by
Yk = T̂−1

k Fk,

where
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T̂k = (TT
k Tk)

2 + EkB
T

k+1Bk+1E
T

k , Fk = TT
k TkẼ1B1. (12)

We define the matrix T k as follows:

T k =

[
TT
k Tk

Bk+1E
T

k

]
=


A1 B

T

2

B2 A2
. . .

. . .
. . . B

T

k

Bk Ak

Bk+1

 ,

where Ai = AiA
T
i +BT

i+1Bi+1, for i = 1, 2, . . . , k. Therefore

T̂k = T
T

k T k, Fk = [(A1B1)
T (B2B1)

T 0s . . . 0s]
T , (13)

and the approximate solution of the system (1) is given by

Xk = V kT̂
−1
k Fk.

Suppose that using the QR decomposition [11], we obtain a unitary matrix
Qk such that

T k = Qk

[
Rk

0s×ks

]
, Rk =



α1 β2 θ3
α2 β3 θ4

. . .
. . .

. . .

αk−2 βk−1 θk
αk−1 βk

αk


, (14)

where Rk is upper triangular as shown and αi, βi, θi are the s× s matrices.
So,

Xk = V k(R
T

kRk)
−1Fk.

By setting

P k = V kR
−1

k ≡
[
P1 P2 . . . Pk

]
,

and
F k = R

−T

k Fk ≡
[
φT
1 φT

2 . . . φT
k

]T
,

we have

Pk = (Vk − Pk−2θk − Pk−1βk)α
−1
k ,

Xk = Xk−1 + Pkφk. (15)

From (15) the residual Rk is given by
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Rk = Rk−1 −APkφk, (16)

where APk can be computed from the previous APk’s and AVk by the simple
update

APk = (AVk −APk−2θk −APk−1βk)α
−1
k .

In addition, as [4], we show that the ∥Rk∥F can be estimated by a simple
formula. By transforming Tk to block upper-bidiagonal form using a QR

factorization:

[
R̂k

0

]
= Q̂k+1Tk with Q̂k+1 = P̂k . . . P̂1, we have

Rk = B −AXk

= U1B1 −AV kYk

= Uk+1(E1B1 − TkYk)

= Ǔk+1Q̂
T
k+1(Q̂k+1E1B1 −

[
R̂k

0

]
Yk).

Since the columns of the matrices Q̂k+1 and Uk+1 are orthonormal, we have

∥Rk∥F = ∥Q̂k+1E1B1 −
[
R̂k

0

]
Yk∥F . (17)

With definitions

Q̂k+1E1B1 = [β̃T
1 . . . β̃T

k−1 β̇
T
k β̈T

k+1]
T , R̂kY = [τ̃T1 . . . τ̃Tk−1 τ̇

T
k ]T , (18)

the following Lemma shows that we can estimate ∥Rk∥F from just the last

two blocks of Q̂k+1E1B1 and the last block of R̂kYk.

Lemma 1. In (17) and (18), β̃i = τ̃i for i = 1, 2, . . . , k − 1.

Proof. The proof is similar to that of Lemma 3.1 in [4] (see [28]).

For the Frobenius norm of ATRk, by using Theorem 1 (in section 4), we
can also obtain the following simple formula:

∥ATRk∥2F = ∥ATRk−1∥2F − ∥φk∥2F , with ∥ATR0∥F = ∥B1∥F = ∥φ0∥F .

Now we can summarize the above descriptions as the following algorithm.
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Algorithm 2 Algorithm (Bl-LSMR )

Set X0 = 0n×s,
Set a0 = 0s, b−1 = 0s, b0 = Is, c0 = 0s, d−1 = 0s, d0 = Is,
Set P−1 = P0 = 0n×s,
Compute U1B1 = B, V1A1 = ATU1 (QR decomposition of B and ATU1),
Set B1 = A1B1,
Set φ−1 = 0s, φ0 = −B1,
Set ∥ATR0∥F = ∥φ0∥F ,
For k = 1, 2, . . . , until convergence Do:
W k = AVk − UkA

T
k ,

Uk+1Bk+1 =W k (QR decomposition of W k),
Ak = AkA

T
k +BT

k+1Bk+1,

Sk = ATUk+1 − VkB
T
k+1,

Vk+1Ak+1 = Sk (QR decomposition of Sk),
Bk+1 = Ak+1Bk+1,

β̇k = dk−2B
T

k ,
α̇k = ck−1β̇k + dk−1Ak,
βk = ak−1β̇k + bk−1Ak,

θk = bk−2B
T

k ,
Compute an unitary matrix Q(ak, bk, ck, dk) such that[
ak bk
ck dk

] [
α̇k

Bk+1

]
=

[
αk

0

]
,

φk = −α−T
k (θ

T

k φk−2 + β
T

k φk−1),
Pk = (Vk − Pk−2θk − Pk−1βk)α

−1
k ,

Xk = Xk−1 + Pkφk,
Rk = Rk−1 −APkφk,
∥ATRk∥2F = ∥ATRk−1∥2F − ∥φk∥2F ,
If ∥ATRk∥F is small enough then stop,

End Do.

The Bl-LSMR algorithm will be break down at step k, if αk is singular.

This happens when the matrix

[
α̇k

Bk+1

]
is not full rank. So the Bl-LSMR

algorithm will not break down at step k, if Bk+1 is nonsingular. We will not
treat the problem of breakdown in this paper and we also assume that the
matrices Bk’s produced by the Bl-LSMR algorithm are nonsingular.

We mention that, we can use the Bl-LSMR algorithm for computing a
matrix solution X to the problem

minimize∥AX− B∥F, A ∈ Rm×n, B ∈ Rm×s, s ≪ min {m, n},

where m ≥ n or m ≤ n. In Section 5, we present the results of the Bl-LSMR
algorithm for this kind of problems.
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4 The convergence of the Bl-LSMR algorithm

In this section, we aim at studying the convergence behavior of the Bl-LSMR
method. We first give the following lemmas.

Lemma 2. Let Pi, i = 1, 2, . . . , k, be the n × s auxiliary matrices produced
by the Bl-LSMR algorithm and Rk be the residual matrix associated with the
approximate solution Xk of the matrix equation(1). Then, we have

(ATAPk)
TATRk = 0s.

Proof. Using P k = V kR
−1

k and equation(4), we have

ATAPk = ATAP kEk

= ATAV kR
−1

k Ek

= V k+1

[
TT
k Tk

Bk+1E
T

k

]
R

−1

k Ek. (19)

From (19), and (7), we have

(ATAPk)
T (ATRk) = E

T

kR
−T

k

[
TT
k Tk, (Bk+1E

T

k )
T
]
V

T

k+1V k+1

[
Ẽ1B1 − TT

k TkYk

−Bk+1E
T

k Yk

]
= E

T

kR
−T

k (TT
k Tk(Ẽ1B1 − TT

k TkYk)− (Bk+1E
T

k )
TBk+1E

T

k Yk)

= 0s. (from (11))

We note that V k+1 is orthonormal, thus V
T

k+1V k+1 = I(k+1)s.

Lemma 3. Let Pi, i = 1, 2, . . . , k, be the n × s auxiliary matrices produced
by the Bl-LSMR algorithm. Then we have the following property

PT
i A

TAATAPi = Is.

Proof. Using (19), (12), (13) and (14), we have
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(ATAPi)
T (ATAPi) = (V i+1

[
TT
i Ti

Bi+1E
T

i

]
R

−1

i Ei)
T (V i+1

[
TT
i Ti

Bi+1E
T

i

]
R

−1

i Ei)

= E
T

i R
−T

i

[
TT
i Ti B

T

i+1Ei

] [ TT
i Ti

Bi+1E
T

i

]
R

−1

i Ei

= E
T

i R
−T

i T
T

i T iR
−T

i Ei

= E
T

i R
−T

i

[
R

T

i 0ks×s

]
Q

T

i Qi

[
Ri

0s×ks

]
R

−1

i Ei

= E
T

i

[
Iks 0ks×s

] [ Iks
0s×ks

]
Ei

= E
T

i Ei = Is.

Theorem 1. Let Xk be the approximate solution of (1), obtained from the
Bl-LSMR algorithm. Then

∥ATRk∥F ≤ ∥ATRk−1∥F ,

where Rk = B −AXk.

Proof. From(16), we have

ATRk−1 = ATRk +ATAPkφk.

Using Lemma 2, since ATRk and ATAPk are orthogonal, we have

∥ATRk−1∥2F = ∥ATRk∥2F + ∥ATAPkφk∥2F .

Thus

∥ATRk∥2F = ∥ATRk−1∥2F − ∥ATAPkφk∥2F .

Using Lemma 3, we have

∥ATRk∥2F = ∥ATRk−1∥2F − ∥φk∥2F ,
∥ATRk∥F ≤ ∥ATRk−1∥F .

Theorem 1 is helpful in showing that if ∥φk∥F is not very small in each
iteration of the Bl-LSMR algorithm, then the Bl-LSMR algorithm will be
stopped after a finite number of iterations. Otherwise, it is possible to occur
stagnation. In this case, we can apply a reliable preconditioner for the block
linear system of equations (1).
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5 Numerical examples

In this section, we consider the system AX = B, where A ∈ Rm×n, B ∈
Rm×s, X ∈ Rn×s, and we present numerical results for several matrices taken
from the University of Florida Sparse Matrix Collection (Davis [7]). These
matrices with their properties are shown in Table 1. Our implementation is
done on MATLAB version 07 on a PC machine with 4 GB RAM. Moreover,
for the initial guess X0 = 0n×s and B = rand(m, s), where the function rand
creates an m × s random matrix with the coefficients uniformly distributed
in [0, 1]. The stopping criteria is set to ∥ATRk∥F /∥Rk∥F ≤ 10−10 × ∥A∥F .

Diagonal scaling was applied to the columns of [A, B] to give a scaled
problem AX = B, in which the columns of [A, B] have unit 2-norm. By
scaling, the number of iterations of Bl-LSMR for convergence reduced satis-
factorily.

In Table 2, we give the ratio t(s)/t(1), for s = 5, 10, 20, and 30, where t(s)
is the CPU time for Bl-LSMR algorithm and t(1) is the CPU time obtained
when applying LSMR for one right-hand side linear system. Note that the
time obtained by LSMR for one right-hand side depends on which right-hand
was used. So, t(1) is the average of the times needed for the s right-hand
sides using LSMR. The results of Table 2 show that the Bl-LSMR algorithm is
effective and less expensive than the LSMR algorithm, because the indicator
t(s)/t(1) is less than s.

To show that the Frobenius norm of residual matrix decreases monoton-
ically, we display the convergence history in Figure 1 for the systems corre-
sponding to the matrices of Table 2 and Bl-LSMR algorithm. In this figure,
the vertical axis and horizontal axis are the logarithm in base 10 of the Frobe-
nius norm of residual matrix and the number of iterations to convergence,
respectively. We observe that for all matrices the Frobenius norm of residual
matrix decreases monotonically.

We display the convergence history of Bl-LSMR and Bl-LSQR in Figure
2 for the system corresponding to the matrix LPnetlib/lp pilot. Figure 3
(left and right) shows both solvers reducing ∥ATRk∥F /∥Rk∥F and ∥Rk∥F
monotonically and similarly.
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Table 2: Effectiveness of Bl-LSMR algorithm measured t(s)/t(1)

Matrix\s 5 10 20 30
Hamm/add32 0.47 0.95 3.07 5.39
Simon/appu 1.24 1.89 3.21 5.13
HB/fs6801 0.27 0.38 0.97 1.19
HB/gre115 0.99 0.51 3.41 8.57
HB/gr-30-30 1.55 1.72 2.05 2.53
LPnetlib/lpadlittle 0.37 0.42 1.63 12.54
LPnetlib/lp maros 2.92 3.75 6.79 12.36
LPnetlib/lp pilot 2.40 4.95 15.90 22.92
LPnetlib/lp sc205 0.70 1.30 2.11 4.70
Bai/pde2961 0.33 0.52 0.98 1.14
Bai/pde900 0.49 0.72 1.10 1.47
Bai/rdb3200l 0.30 0.39 0.38 0.76
HB/sherman4 0.37 0.50 0.54 1.03
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Figure 1: Convergence history of the Bl-LSMR algorithm with s=20
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6 Conclusion

In this paper, we have presented a block version of LSMR algorithm for
solving linear systems with multiple right-hand sides. We derived a sim-
ple recurrence formula for generating the sequence of approximate solutions
{Xk} such that the Frobenius norm of the quantity ATRk decreases mono-
tonically. In addition, we studied the convergence of the presented method.
Besides, we showed that in absence of the break down condition, the pre-
sented algorithm always converges. Numerical results have shown that the
new algorithm obtains the results which are effective and less expensive than
the LSMR algorithm applied to each right-hand side.
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A practical review of the Adomian
decomposition method: computer

implementation aspects

A. Molabahrami

Abstract

In this paper, a practical review of the Adomian decomposition method,
to extend the procedure to handle the strongly nonlinear problems under the

mixed conditions, is given and the convergence of the algorithm is proved.
For this respect, a new and simple way to generate the Adomian polynomials,
for a general nonlinear function, is proposed. The proposed procedure, pro-
vides an explicit formula to calculate the Adomian polynomials of a nonlinear

function. The efficiency of the approach will be shown by applying the pro-
cedure on several interesting integro-differential problems. The Mathematica
programs generating the Adomian polynomials and Adomian solutions based
on the procedures in this paper are designed.

Keywords: Adomian decomposition method; Adomian polynomials; Non-
linear integro-differential problems; Series solution; Strongly nonlinear prob-
lems; Explicit machine computation and programs.

1 Introduction

To construct series pattern solution for a problem with strong nonlinearity,
it is necessary to construct nonlinear terms of the governing equation in
the form of a series by using the components of the solution series. To the
end, one of the best and suitable way is to use the Adomian polynomials.
The so-called Adomian polynomials are used to deduce the recursive relation
during the implementation of the Adomian decomposition method (ADM)
while solving nonlinear problems. The main aim of the present paper is to
provide a simple and new method to handle a strongly nonlinear problem
by using ADM in the frame of a symbolic computer program so that by
giving linear operator, it generates: initial guess, integral inverse of the linear
operator, recursive relation and the terms of solution series automatically.
To achieve this purpose, we first propose an explicit formula to calculate the
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Adomian polynomials and the Adomian series of a general nonlinear function
and implement the proposed algorithms in Mathematica. In this respect, we
first outline the modifications of some definitions as already given in [8]. Let
u be a function of the parameter λ, whose Maclaurin series is given by

u(λ) =
+∞∑
n=0

unλ
n. (1)

This series is called the parametric series of u. Let ϕ be a function of the
parameter λ, the mth-order parametric derivative of ϕ is

Dm[ϕ] =
1

m!

∂mϕ

∂λm

∣∣∣∣
λ=0

, (2)

where m ≥ 0 is an integer. The mth-order Adomian polynomial of ϕ is

Am(ϕ(u)) = Dm [ϕ(u(λ))] , (3)

where m ≥ 0 is an integer and Am(ϕ(u)) = Am(ϕ(u);u0, u1, ..., um).

Remark 1. For the case 0 ≤ λ ≤ 1, the parametric series (1) and parametric
derivative (2) reduce to homotopy series and homotopy derivative respectively
[8].

Several algorithms [3,5,12,13] for symbolic programming have since been
devised to efficiently generate the Adomian polynomials quickly to high or-
ders, for example, a convenient formula for the Adomian polynomials is the
rule of Rach, which reads (see Page 16 in [1] and Page 51 in [2])

An(f(u)) =

n∑
k=1

f (k)(u0)C(k, n), n ≥ 1, (4)

where the C(k, n) are the sums of all possible products of k components
ui, i = 1, 2, ..., n− k + 1, whose subscripts sum to n, divided by the factorial
of the number of repeated subscripts. An equivalent expression of Equation
(4) is

An(f(u)) =
∑

p1+2p2+...+npn=n

f (p1+p2+...+pn)(u0)
n∏

s=1

ups
s

ps!
, n ≥ 1. (5)

In the present paper, we propose an explicit formula to calculate the
C(k, n) in (4) and we show that for rapid computer-generation of the Ado-
mian polynomials there is no need to use the (5).
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2 Adomian polynomials for a general function

In this section, we first outline two theorems as already given in [7,10]. Then
using them, we propose a new theorem which provides a new and simple
way to calculate the Adomian polynomials for a general smooth function.
Here, we mention them with a minor modification. For simplicity, we use the
following notation

ûm,n =
m∑
i=n

uiλ
i.

Theorem 1. For function f(u) = uk, the corresponding mth-order Adomian
polynomial is given by

Am(uk) =

m∑
r1=0

um−r1

r1∑
r2=0

ur1−r2

r2∑
r3=0

ur2−r3 . . .

rk−3∑
rk−2=0

urk−3−rk−2

rk−2∑
rk−1=0

urk−2−rk−1
urk−1

, (6)

where m ≥ 0 and k ≥ 0 are positive integers.

Proof. Considering the definition (2), refer to [10].

Theorem 2. For parametric series (1), it holds

Dm [f(u(λ))] = Dm [f(ûm,0)] ,

where f is a smooth function.

Proof. Refer to [7].

Corollary 1. From Theorem 1, we find

uk(λ) =

(
+∞∑
n=0

unλ
n

)k

= uk0 +
+∞∑
m=1

Am(uk)λm, (7)

where the Adomian polynomials Am(uk) are given by (6) .

Remark 2. It is clear that Am(uk) in Theorem 1 can easily be calculated
by a simple code by using a symbolic software such as Mathematica. For this
respect, the Code. 1, reported in Appendix, can be used in Mathematica.
For instance, by ADPforPowerLaw[4,6], the A4(u

6) is calculated as follows

A4(u
6) = 15u20u

4
1 + 60u30u

2
1u2 + 15u40u

2
2 + 30u40u1u3 + 6u50u4.

Corollary 2. From Theorem 2, for m ≥ n, we find



32 A. Molabahrami

Dm [(f(û∞,n)] = Dm [f(ûm,n)] ,

where f is a smooth function.

Corollary 3. From Corollary 2 and Theorem 1, for m ≥ k, we find

Dm

[
(ûm,1)

k
]
=

m−1∑
r1=0

r1∑
r2=0
r2 ̸=r1

· · ·
rk−3∑

rk−2=0
rk−2 ̸=rk−3

rk−2∑
rk−1=0
rk−1 ̸=rk−2

urk−1

k−2∏
j=0

urj−rj+1 , (8)

where r0 = m.

Corollary 4. It is easy to see that

Dm

[
(ûm,1)

k
]
=

{
0, m < k,
uk1 , m = k.

(9)

Corollary 5. Let kn ≥ m+ 1 and n ≥ 1, we find

Dm

[
(û∞,n)

k
]
= 0.

Remark 3. A sample Mathematica program for Dm

[
(ûm,1)

k
]
in (8) is

given by the Code. 2 reported in Appendix. An alternative way is to use
the Theorem 1 by taking u0 = 0. To achieve this purpose, In Code 1, in the
last command, the Expand[Dk,m] is replaced by Expand[Dk,m]/.u0 → 0.

The following theorem provides a suitable and simple way to construct a
recurrent relation for a general smooth function appeared within a structure
with nonlinear terms in the equations.

Theorem 3. Assume that f(u) has the Taylor expansion with respect to
u0, then

Am (f (u)) =
m∑

k=1

f (k)(u0)

k!
Dm

[
(ûm,1)

k
]
. (10)

Proof. Expanding f(u) in Taylor series with respect to u0, one has

f(u) = f(u0) +

+∞∑
k=1

f (k)(u0)

k!
(u− u0)

k
. (11)

From the (11), we have

Am [f (u)] = Dm

[ ∞∑
k=1

f (k)(u0)

k!
(u(λ)− u0)

k

]
,

recalling the Corollaries 5 and 2, we find
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Am (f (u)) =
m∑

k=1

f (k)(u0)

k!
Dm

[
(u(λ)− u0)

k
]
=

m∑
k=1

f (k)(u0)

k!
Dm

[
(ûm,1)

k
]
.

This ends the proof.

Remark 4. The expansion (11) is rigorously guaranteed by the Cauchy-
Kovaleski theorem. In fact, by using this theorem the Taylor expansion
about the function u0(x) can be seen as an expansion in Banach space [4].

Remark 5. The expression Dm

[
(ûm,1)

k
]
in (10) can easily be calculated by

(8) or Theorem 1 with taking u0 = 0.

Corollary 5. From Theorem 3, we find

f(u(λ)) = f(u0) +

+∞∑
m=1

wmλ
m, (12)

where wm = Am(f(u)) can be calculated by (10).

Remark 6. To calculate Am(f(u)), the Code. 3, which is given in the Ap-
pendix, can be used in Mathematica. Using theAdomianPolynomial[f [u],m],
form = 1, 2, 3, 4, the corresponding Adomian polynomials are given as follows

A1(f(u)) = u1f ′(u0),

A2(f(u)) = u2f ′(u0) +
1
2
u2
1f

′′(u0),

A3(f(u)) = u3f ′(u0) + u1u2f ′′(u0) +
1
6
u3
1f

′′′(u0),

A4(f(u)) = u4f ′(u0) +
1
48

(
24u2

2 + 48u1u3

)
f ′′(u0) +

1
2
u2
1u2f ′′′(u0) +

1
24

u4
1f

(4)(u0).

Also, the Code. 4, reported in Appendix, shows an alternative way to calcu-
late the Adomian polynomials by using the (3) and Corollary 2.

2.1 An improvement for the Rach,s rule

According to (4) and Theorem 3, we find

C(k, n) =
1

n!
Dn

[
(ûn,1)

k
]
,

thus, the Rach,s rule gets its explicit presentation.
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3 A practical review of the Adomian decomposition
method

In this section, we propose a practical review of the ADM and implementation
it as an automatic program in the frame of a symbolic software such as
Mathematica.

Adomian decomposition method [1], was first proposed by Adomian in
1988 and was further developed and improved by Adomian [2,3]. To illustrate
the ADM for solving a general nonlinear problem, consider the following
nonlinear problem {

N (u) = f,
B(u) = f0,

(13)

where N is a general nonlinear operator, B is a linear initial/boundary op-
erator, u is the unknown function that will be determined and f and g are
given functions. An especial case of (13), f = 0, was given in [9]. The ADM
consists in looking for the solution of Equation (13) in the series form

u = u0 +
+∞∑
n=1

un, (14)

where u0 is an initial guess and has the property

B(u0) = f0, (15)

and the other components of the solution series (14) have the property

B(un) = 0, n ≥ 1. (16)

Thus, from (15) and (16) the solution series given by (14), satisfies the condi-
tions of (13). For the nonlinear conditions, the ADM needs an improvement.

To construct series pattern solution, (14) by ADM, in the first step the
nonlinear operator N is decomposed as

N (u) = L(u) +N(u), (17)

where L is a linear operator and N = N − L. To continue in ADM, the
nonlinear operator N is decomposed as

N(u) =
+∞∑
n=0

An, (18)

where An is the nth-order Adomian polynomial of N . Using (17), the Equa-
tion (13) becomes {

L(u) +N(u) = f,
B(u) = f0,

(19)
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by ignoring the condition B(u) = f0, the solution of Equation (19) satisfies

u = ug + L−1[f ]− L−1[N(u)], (20)

where ug is the general solution of the linear equation L(u) = 0 and L−1 is
the integral inverse of L. Now, by substituting (14) in (20) and considering
(18), we get {

u0 = ug,
un = (1− χn)L

−1[f ]− L−1[An−1], n ≥ 1.
(21)

where

χn =

{
0, n ≤ 1,

1, n ≥ 2.

Recalling the condition B(u) = f0, we have{
u0 = B(ug) = u∗g,
B(un) = 0, n ≥ 1.

(22)

Thus, the recurrent relation to find a series pattern solution of Equation (13)
by means of ADM is{

u0 = u∗
g
,

un = (1− χn)L
−1[f ]− L−1[An−1], B(un) = 0,

(23)

let uParticular = L−1[−An−1] + (1− χn)L
−1[f ], then, for n ≥ 1, we find

u0 = u∗
g
,

un = uParticular + uParticularStar,
(24)

where uParticularStar = B
(
L−1[An−1]

)
−(1− χn) (B(L−1[f ])). It is impor-

tant to notice that the definition of the integral inverse L−1 in (23), depends
on the condition (16). L−1 in (24) can be defined such that the L−1[∗] gives
a particular solution of the equation L(u) = ∗.
Remark 7. It should be emphasized that the main step of the ADM is
to choose a proper linear operator. According to (24), the linear operator
should be defined so that

1. The following problem has a solution{
L(u0) = 0,
B(u0) = f0.

(25)

According to the Equations (20) and (21), the problem (25) gives the
initial guess.
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2. The following equation has a solution

B
(
L−1[An−1]

)
− (1− χ(n))B

(
L−1[f ]

)
= B(ug), (26)

where n ≥ 1. This equation helps to define the integral inverse of L.

3. The solution series, given by (14), is convergent. For this respect, some
conditions have been given in [11].

3.1 Decomposition series and convergence analysis

An important hypothesis in ADM is the composition of the nonlinear operator
N as shown in (18). There are some serious questions about (18) such as,
from where does the series

∑+∞
n=0An derive? Does it always converge? Is

its sum really N? What are the other series that we could use instead of∑+∞
n=0An? In order to answer these questions, and also, in order to explain

some other issues, Gabet proposed a theory which explains and justifies the
practical method [6]. In this subsection, we answer to the above mentioned
questions by using the results of the section 2.

To derive (18), from (12), under the assumptions of the Theorem 3, we
have

N(u(λ)) = N(u0) +
+∞∑
n=1

Anλ
n, (27)

where An is the nth-order Adomian polynomial of N . Let the parametric
series (1) is convergent at λ = 1 and s =

∑+∞
n=0 un, then

N(s) = A0 +
+∞∑
n=1

An. (28)

According to the (23), it is clear that if the solution series (14) is convergent
to s, then the decomposition series

∑+∞
n=0An converges to f − L(s). On

the other hand, according to the (23), the decomposition series
∑+∞

n=0An

converges to N(s). Therefore, if the solution series given by ADM, of the
form (14) generated by (24), is convergent, then it must be an exact solution
of the considered nonlinear problem, denoted by (13). Bearing in mind the
above discussion, we can express the following theorem on the convergency
of the ADM.

Theorem 4. Assume that the ADM solution series given by (14) and
(24) is convergent, then, under the assumptions of the Theorem 3, it must be
an exact solution of the (13).
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4 Test examples

To show the efficiency of Theorem 4, described in the previous section,
some examples are presented. We consider the mth-order nonlinear integro-
differential equation with variable coefficients

m∑
r=0

fr(x)u
(r)(x) + λ

∫ β

a

K(x, t)F (u(t))dt = g(x), x ∈ [a, b], (29)

where F (u(x)) is a function of u(x), K(x, t) is the kernel of the integro-
differential equation, λ is a parameter, g(x) is the data function, fr(x) is
a function with respect to x, u(x) is the unknown function that will be
determined. For the Fredholm and Volterra kinds we take β = b and β = x
respectively. We consider Equation (29) under the mixed conditions

m−1∑
r=0

(
arju

(r)(a) + brju
(r)(b) + crju

(r)(c)
)
= µj , j = 0, 1, 2, ...,m− 1, (30)

where arj , brj , crj and µj are constants, and c, a < c < b, is a constant. For
the linear case, it is assumed that F (u(x)) = u(x). The computations will
be performed using the program ADMforIDEs reported in the appendix.
The program ADMforIDEs has designed in a general manner so that, for
a given problem and its related linear operator, it calculates the integral
inverse of the linear operator, initial guess, recursive relation and the terms
of solution series automatically.

For Examples 1-4, we choose the linear operator as follows

L(u(x)) =
d2

dx2
u(x), (31)

therefore, from the (22) and (31), we find

u0(x) = x. (32)

We emphasize that no attempt has been made here to obtain all solutions of
a given problem.

Example 1. Consider the following nonlinear problemu′′(x) + xu′(x)− u(x) + x
∫ π

2

0
t sin (u(t)) dt = x

u( 12 ) + u′(0) = 3
2 , 2u(

1
2 ) + u′(1) = 2.

(33)

An exact solution is u(x) = x. Starting by (32), the recurrent relation (24)
gives
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un(x) = 0, n ≥ 1,

therefore, using the ADM, the exact solution of Equation (33) is obtained as
follows

u(x) = u0(x) +
+∞∑
n=1

un(x) = x. (34)

Computations have been carried out by program ADMforIDEs. The list
of commands is as follows
conditions[u ] := {(u[x]/.x → 1

2
) + (D[u[x], x]/.x → 0)− 3

2
,

2 ∗ (u[x]/.x → 1
2
) + (D[u[x], x]/.x → 1)− 2};

Lcoefficients = {0, 0, 1};
Problemcoefficients = {−1, x, 1};
ADMforIDEs[Sin[u], x, x ∗ t, 0, π

2
, 1, 2, 5]

Example 2. Consider the following nonlinear problemu′′(x) + xu′(x)− u(x) + 2x
∫ x

0
te−u2(t)dt = x− xe−x2

,

u( 12 ) + u′(0) = 3
2 , 2u(

1
2 ) + u′(1) = 2.

(35)

The exact solution is u(x) = x. Using the recurrent relation (24) with initial
guess (32), we find

un(x) = 0, n ≥ 1,

therefore, the ADM gives the exact solution of Equation (35) as follows

u(x) = u0(x) +
+∞∑
n=1

un(x) = x. (36)

Computations have been carried out with the help of the program ADM-
forIDEs. The list of commands is as follows
conditions[u ] := {(u[x]/.x → 1

2
) + (D[u[x], x]/.x → 0)− 3

2
,

2 ∗ (u[x]/.x → 1
2
) + (D[u[x], x]/.x → 1)− 2};

Lcoefficients = {0, 0, 1};
Problemcoefficients = {−1, x, 1};
ADMforIDEs[Exp[−u2], x− x ∗ Exp[−x2], 2 ∗ x ∗ t, 0, x, 1, 2, 5]

Example 3. Consider the following nonlinear problemu′′(x) + xu′(x)− u(x) + (2m+ 2)x
∫ 1

0
tu2m(t)dt = x,

u( 12 ) + u′(0) = 3
2 , 2u(

1
2 ) + u′(1) = 2,

(37)

where m is a positive integer. An exact solution is u(x) = x. Recalling the
recurrent relation (24) and initial guess (32), we obtain
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un(x) = 0, n ≥ 1,

therefore, the ADM obtains the exact solution of Equation (37) as follows

u(x) = u0(x) +

+∞∑
n=1

un(x) = x. (38)

To achieve the computations by program ADMforIDEs, the list of com-
mands is as follows
conditions[u ] := {(u[x]/.x → 1

2
) + (D[u[x], x]/.x → 0)− 3

2
,

2 ∗ (u[x]/.x → 1
2
) + (D[u[x], x]/.x → 1)− 2};

Lcoefficients = {0, 0, 1};
Problemcoefficients = {−1, x, 1};
$Assumptions = m > 0&&Element[m, Integers];

Refine[ADMforIDEs[u2m, x, (2m+ 2) ∗ x ∗ t, 0, 1, 1, 2, 5]]

Example 4. Consider the following nonlinear problemu′′(x) + xu′(x)− u(x) + 4m+1
2m x

∫ 1

0
t 2m
√
u(t)dt = x,

u( 12 ) + u′(0) = 3
2 , 2u(

1
2 ) + u′(1) = 2,

(39)

where m is a positive integer. An exact solution is u(x) = x. Putting to use
the recurrent relation (24) and initial guess (32), we get

un(x) = 0, n ≥ 1,

therefore, the ADM leads to the exact solution of Equation (39) as follows

u(x) = u0(x) +

+∞∑
n=1

un(x) = x. (40)

For performing the computations with the help of the program ADM-
forIDEs, the list of commands is as follows
conditions[u ] := {(u[x]/.x → 1

2
) + (D[u[x], x]/.x → 0)− 3

2
,

2 ∗ (u[x]/.x → 1
2
) + (D[u[x], x]/.x → 1)− 2};

Lcoefficients = {0, 0, 1};
Problemcoefficients = {−1, x, 1};
$Assumptions = m > 0&&Element[m, Integers];

Refine[ADMforIDEs
[

2m
√
u, x, 4m+1

2m
∗ x ∗ t, 0, 1, 1, 2, 5

]
]

Remark 8. In Examples 1-4, the first-order iteration gives the exact so-
lution.

Example 5. Consider the following problem
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∫ 1

0
u(t)dt = 1

2

(
1
e2 − 1

)
,

u(0) = 1,

(41)

we choose the linear operator as follows

L(u(x)) =
d

dx
u(x) + u(x), (42)

therefore, from the (22) and (42), we find u0(x) = e−x. Putting to use the
recurrent relation (24) and obtained initial guess, we have

un(x) =
1

2
(e− 1)2(ex − 1)e−x−n−1, n ≥ 1,

therefore, the ADM leads to the exact solution of Equation (39) as follows

u(x) = u0(x) +

+∞∑
n=1

un(x) =
1

2
e−x−1

(
−ex + ex+1 + 1 + e

)
. (43)

For performing the computations with the help of the program ADM-
forIDEs, the list of commands is as follows
conditions[u ] := {(u[x]/.x → 0)− 1};
Lcoefficients = {1, 1};
Problemcoefficients = {1, 1};
ADMforIDEs

[
u, 1

2

(
1
e2

− 1
)
, 1, 0, 1,−1, 1, 5

]
Remark 9. The program ADMforIDEs, reported in the Appendix, mon-
itors some terms of the solution series, the number of the terms is given by
SolutionOrder. To generate the general term of the solution series (if pos-
sible) and the closed form of the solution series (if possible), the user must
be added the following commands to the end of the list of commands . It is
important to emphasis that the following commands must be used in Math-
ematica 7 or later.
m1 =Input["By evaluating the obtained terms solution series, please input the index of

the term in which it is possible to generate the general term of the solution series?"];

SolutionTerms = Join[Table[u[m], {m,m1,SolutionOrder}]];
SolutionCoefficents = FindSequenceFunction[SolutionTerms, n];

Print ["un(x)=",TraditionalForm[SolutionCoefficents]] ;

FinalSolution = Sum[SolutionCoefficents, {n,m1, Infinity},GenerateConditions → True];

Sol1 = Simplify
[∑m1−1

n=0 u[n] + FinalSolution
]
;

Print
[
"u(x)=

∑+∞
n=0 un(x)=",TraditionalForm[Sol1]

]
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5 Concluding remarks

By calculating the parametric derivative for a function of a more general type,
described in Theorem 3, the Adomian decomposition method becomes a pow-
erful analytic approach for obtaining convergent series solutions of strongly
nonlinear problems governing physical models in applied science and engi-
neering. Using the parametric derivative, some lemmas and theorems pro-
vided in ADM papers in the literature have been unified and modified here
via some new theorems and corollaries. Also, by means of the (24) the Ado-
mian decomposition method was extended to handel the nonlinear problems
with the mixed conditions.
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Appendix (Mathematica programs)

Code. 1(A sample Mathematica program for Am(uk) given by (6))
ADPforPowerLaw[m−, k−] := Module[{}, D1,j− := uj ;Di−,0 := ui

0;

D2,j− :=
j∑

r=0

uj−rur; Di−,order− :=
order∑
r=0

uorder−rDi−1,r;

Print[′′A′′
m,′′ (′′, uk,′′ ) =′′,Expand[TraditionalForm[Dk,m]]]];

Code. 2(A sample Mathematica program for Dm

[
(ûm,1)

k
]
given by (8))

DnonU0[m−, k−] := Module[{}, D1,j− := If[j > 0, uj , 0];Di−,0 := 0;D2,j− :=
j−1∑
r=1

uj−rur;

Di−,order− :=
order−1∑

r=2

uorder−rDi−1,r; Print[
′′D′′

m,′′ (′′, ûk
m,′′,1′′ ,

′′ ) =′′,

Expand[TraditionalForm[Dk,m]]]];

Code. 3(A sample Mathematica program for Am(f(u)) given by (10))
AdomianPolynomial[function−,m−] := Module[{}, D1,j−,x− := If[j > 0, xj , 0];

Di−,0,x− := 0;D2,j−,x− :=
j−1∑
r=1

xj−rxr; Di−,order−,x− :=
order−1∑

r=2

xorder−rDi−1,r,x;

HDorder− := If[m == 0, function/.u → u0,
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order∑
n=1

(
(D[function, {u, n}]/.u → u0) /n! ∗Dn,order,u

]
);

Print[′′A′′
m,′′ (′′, function,′′ ) =′′,Expand[TraditionalForm[HDm]]]];

Code. 4(A sample Mathematica program for Am(f(u)) by using the (3) &

Corollary 2)

AdomianPolynomial1[function−,m−] := Module[{}, g[u−] := function;

A[m1−] := 1
Factorial[m1]

(D[g[u]/.u → Sum[un ∗ pn, {n, 0,m1}], {p,m1}]/.p → 0);

Print[′′A′′
m,′′ (′′, function,′′ ) =′′,Expand[TraditionalForm[A[m]]]]];

ADMforIDEs(A sample Mathematica program of ADM for solving IDEs

given by (29))

ADMforIDEs[functionF , functiong , kernel , a , β , λ , ProblemOrder , SolutionOrder ]

:= Module[{}, F [u ] := functionF ; g[x ] := functiong; k[x , t ] := kernel;

(∗ − − −−Definition of the linear operator−−−−−−−−−−−−−−−−∗)
L[f ] := Module[{},Expand[

∑ProblemOrder
i=0 (Lcoefficients[[i+ 1]] ∗D[f, {x, i}])]];

(∗ − − −−Definition of the integral inverse of linear operator−−−−−−− ∗)
Linverse[f ] := Module[{Linv, u, solution}, Linv = DSolve[L[u[x]] == f, u[x], x];

solution = Linv[[1, 1, 2]]/.C[ ] → 0; Expand[solution]];

Linverse[p P lus] := Map[Linverse, p];Linverse[c ∗ f ] := c ∗ Linverse[f ]/; FreeQ[c, x];

(∗ − − −−Definition of the Adomian polynomials−−−−−−−−−−−−− ∗)
HDN [horder ] := Module[{}, D1,j := If[j > 0, u[j], 0];Di ,0 := 0;

D2,j := If[j > 0,
∑j−1

r=1 u[j − r] ∗ u[r]];Di ,m :=
∑m−1

r=2 u[m− r] ∗Di−1,r;

DHm ,function := If[horder == 0, function/.u → u[0],

Expand[
∑m

n=1 ((D[function, {u, n}]/.u → u[0]) /(n!) ∗Dn,m)]]];

(∗ − − −−Definition of the initial guess−−−−−−−−−−−−−−−−−−∗)
ugStar = DSolve[L[u[x]] == 0, conditions[u] == 0, u[x], x];

u[0] = First[u[x]/.ugStar];

(∗ − − −−Definition of the ug −−−−−−−−−−−−−−−−−−−−−−− ∗)
ug = DSolve[L[u[x]] == 0, u[x], x];

ug1 = First[u[x]/.ug];

(∗ − − −−Some needed commands−−−−−−−−−−−−−−−−−−−−∗)
X[m ] := If[m ≤ 1, 0, 1];C1 = Arrary[C,ProblemOrder];w[x ] := ug1;

Which[ProblemOrder == 1, constants[u ] := First[conditions[u]]/. [ ]− > 0,

P roblemOrder > 1, constants[u ] := conditions[u]/. [ ]− > 0];

f11 = constants[u1]− conditions[w];

(∗ − − −−Main block−−−−−−−−−−−−−−−−−−−−−−−−−−− ∗)
For[m = 1,m < SolutionOrder,m++, HDN [m− 1];

{A[m− 1] =
∑ProblemOrder

i=0 (Problemcoefficients[[i+ 1]]− Lcoefficients[[i+ 1]])

∗D[u[m− 1], {x, i}] + λ ∗ Integrate[k[x, t] ∗ ((DHm−1,F [u])/.x → t), {t, a, β}],
uParticular = Linverse[−A[m− 1] + (1−X[m]) ∗ g[x]], w1[x ] := uParticular,

f12 = conditions[w1]− constants[u1], ug2 = Solve[{f11 == f12}, C1],

uParticularStar = First[ug1//.ug2],



A practical review of the Adomian decomposition method ... 43

u[m] = uParticular + uParticularStar,

Print[′′u′′,m ,′′ =′′,TraditionalForm[Collect[u[m], x]]]}]];
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An adaptive meshless method of line
based on radial basis functions

J. Biazar∗ and M. Hosami

Abstract

In this paper, an adaptive meshless method of line is applied to distribute

the nodes in the spatial domain. In many cases in meshless methods, it is
also necessary for the chosen nodes to have certain smoothness properties.
The set of nodes is also required to satisfy certain constraints. In this paper,
one of these constraints is investigated. The aim of this manuscript is the

implementation of an algorithm for selection of the nodes satisfying a given
constraint, in the meshless method of line. This algorithm is applied to some
illustrative examples to show the efficiency of the algorithm and its ability to
increase the accuracy.

Keywords: Adaptive Meshless Methods; Meshless Method of Line; Radial
Basis Functions.

1 Introduction

In the last decade, application of radial basis functions (RBFs) in the mesh-
less methods, for numerical solution of various types of partial differential
equations (PDEs) has been developed [9–11]. One of the main advantages
of this method is the mesh-free property. Meshless methods do not typically
need a mesh. They need some scattered nodes in the domain that can be
selected uniformly or randomly. This is one of the important properties of
the meshless methods. An alternative meshless method is an approach that
uses a mesh to obtain a good set of nodes based on the problem options (such
as the form of equation, initial or boundary conditions). These methods are
known as adaptive meshless methods. Early researchers have incorporated
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the adaptive methods in several schemes [1, 28, 29, 34, 36]. In this paper an
adaptive method known as Equidistribution [7,14] is introduced for selecting
a set of nodes under a specified criterion on the set. The criterion is that
in the set of nodes, the ratio of the largest distance to the smallest distance
must be smaller than a given parameter k. Kautsky and Nichols introduced
an algorithm to enforce this criterion in the Equidistribution algorithm [7].
In this research, this algorithm is applied in meshless method of line to im-
prove the accuracy of the method. This paper is presented as follows. In
Section 2, radial basis functions are introduced. In Section 3, an adaptive
method is described for selecting a set of nodes and an algorithm is intro-
duced based on the given criterion. Section 4, is devoted to presenting some
illustrative examples, and comparing the numerical results of uniform and
adaptive meshes.

2 Radial basis functions to approximate a function

In this section some essential points about radial basis functions (RBFs), are
introduced. For more details, interested readers are referred to [1,9–11,19,37].
Suppose that a real function u = u(x), x ∈ Rd, should be approximated. An
approximation to u, by radial basis functions, will be defined as the following

u∗(x) =

N∑
j=1

λj φ( ∥x− xj∥ ) λj ∈ R.

Where x, xj ∈ Rd, and norm is the Euclidean norm, and φ is a RBF on Rd.
An RBF is a real valued function which is only dependent on the distance r,
between x and a point xj ∈ Rd(r = ||x−xi||). Some of important RBFs are:

φ(r) =
√
1 + ε2r2 Multiquadrics (MQ),

φ(r) = 1/(1 + ε2r2) Inverse Quadratics (IQ),

φ(r) = 1/
√
1 + ε2r2 Inverse Multiquadrics (IMQ),

φ(r) = e−ε2r2 Gaussian (GA),

where ε is called the shape parameter. N distinct nodes xj are called central
nodes. In matrix notation, the approximated function u∗(x) is denoted as
follows,

u∗(x) =
N∑
j=1

λj φ(rj) = Φt(r)λ, (1)
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where

Φ(r) = [φ(r1), φ(r2), ..., φ(rN )]t, λ = [λ1, λ2, ..., λN ]t, φ(rj) = φ(∥x− xj∥),

λ, is the vector of coefficients, that will be determined. By considering
u∗(xi) = ui, equation (1) can be presented as a system of equations Aλ = U,
where, U = [u1, u2, ..., uN ]t, and by considering φ(rij) = φ(∥xi − xj∥),

A = [Φt(r1),Φ
t(r2), ...,Φ

t(rN )]t,

where Φt(ri) = [φ(ri1) , φ(ri2), ..., φ(riN )]. By solving the system of equa-
tions Aλ = U, the unknown vector λ will be determined. There are several
factors affecting the RBF interpolation process, such as central nodes distri-
bution, shape parameter, etc. In this paper our focus is on the central nodes
distribution.

3 An adaptive meshless method

3.1 Meshless method of line

Method of line (MOL) is a general method for solving a PDE. In this method,
two sequential strategies will be followed: discretizing all directions except
one (usually the time direction for time-dependent PDEs) and integrating the
semi-discrete problem as a system of ODEs. By choosing RBF collocation
method (Kansa Method) [9,10] as integrator system, the method is called the
meshless method of line (MMOL). MMOL involves the following main steps:

1- Partitioning the spatial domain (In meshless method of line, this step is
reduced to choosing some center nodes xi in the spatial domain).

2- Discretizing of the problem in one direction (Usually, time direction in
time-dependent PDEs).

3- Approximating the solution u(x, tn) in each step of time by RBF-approximation
as follows

u(x, tn) =
N∑
j=1

λj φ(rj) = Φt(r)λ λj ∈ R. (2)

4- Substituting (2) in the governing equation and collocating xi. This leads
to a system of ordinary differential equation.

5- Solving the system of ODEs by suitable method, such as RK4 (In each
step of RK4, the solution of the problem in each time step is obtained).

This method is well-addressed in [4, 15].
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3.2 Adaptive meshless method of line

In each step of RK4 in MMOL, the center nodes xi can be selected by an
adaptive mesh. Adaptivity is a well-known concept in mesh generation. The
purpose of the adaption is to change the center nodes, so that to achieve
greater accuracy. As an example, if the problem was approximating a func-
tion with a rapid change in some areas of its domain, concentrating the center
nodes in these areas could improve the accuracy of the approximation. There
are several adaptive algorithms for choosing central nodes in the domain. In
this research, methods based on Equidistribution are investigated.

Definition 1. (Equidistribution). LetM is a non-negative piecewise contin-

uous function on [a, b], and c is a constant, such that n = (1/c)
∫ b

a
M(x) dx

is an integer. The mesh

Π : a = x1, x2, ..., xn = b,

is called equi-distributing (e.d.) on [a, b] with respect to M and c if∫ xi

xi−1

M(x) dx = c , j = 2...n,

and is called subequi-distributing (s.e.d.) on [a, b], with respect to M and c

if, for nc ≥
∫ b

a
M , ∫ xi

xi−1

M(x) dx ≤ c, j = 2 ... n.

A suitable algorithm to produce an e.d. mesh is given in [7]. In the definition
1, the function M, often called a monitor, is dependent on the function u. A
well-known monitor function is arc-length monitor. The arc-length monitor
is defined as the following

M(x) =
√
1 + u2x.

To find more details about the monitors and implementation of the algo-
rithm, interested readers are referred to [6, 7, 17].

In [31], Sarra introduced an adaptive algorithm which was developed to
RBF methods for interpolation problems and PDEs. He applied the method
for time dependent PDEs. The method is a combination of the meshless
Method of Line and an Equidistribution algorithm for producing a set of
center nodes, in each step. The algorithm is an e.d. one with arc-length
monitor. The method is summarized as follows:
In the adaptive algorithm, we start at time t0 with uniform nodes. To advance
the PDE in time with the adaptive grid algorithm the method is implemented
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as follows. Assume that snj , j = 1..N, is approximate solution at time tn

at distinct nodes xnj , j = 1..N . Then, the MMOL is used on these central

nodes to obtain approximations s̄n+1
j , j = 1..N, at time tn+1. Next, by an

Equidistribution based algorithm, a new set of nodes is obtained based on
the properties of s̄n+1. To obtain new central nodes, the points (xnj , s̄

n+1
j ) are

joined by straight lines and the length of the resulting polygon is computed
(Figure 1-a, 1-b). Then N equally spaced points on the polygon are found
which divide its total length into N equal parts (Figure 1-c). The new nodes
xn+1
j , j = 1..N, are found as the projection of these N equally spaced points

on the polygon to the x -axis (Figure 1-d). Finally, sn+1
j is obtained by inter-

polating the values (xnj , s̄
n+1
j ). Applying this algorithm, distribute the nodes

on the spatial domain based on the approximated solution at each time step,
i.e. in step one, the nodes are distributed based on initial condition. If there
are regions of steep gradients, it is obvious that the algorithm concentrate the
nodes over these regions. In these regions, the nodes will be near together and
this fact leads to an ill-conditioned problem. Since condition number of RBF
matrix becomes very large or sometimes even close to singular. Thus, based
on the Equidistribution mesh without constraint, there is not any guarantee
to well-conditioning of the problem. Thus imposing some constraints can be
useful to overcome this deficiency. One of these constraints to control the
distribution of the nodes in the domain, is as follows

hmax

hmin
< k, (3)

where hi = xi −xi−1. On the other hand, the introduced algorithm does not
work if the constraint be applied. To apply the Equidistribution algorithm
subject to this constraint, some modifications must be done. In addition
to the investigated constraint, there are some other constraints, such as a
constraint introduced by Kautsky and Nichols which is; the ratio of the length
of successive subintervals must be less than a parameter k. In this study we
investigate the constraint (3). In the following, an algorithm due to Kautsky
and Nichols [7] will be introduced to distribute a set of nodes for which the
constraint (3) is satisfied.

3.3 An algorithm for the adaptive nodes with constraint

Suppose that (xj , sj), j = 1, 2, .., N are some data points. Our goal is to
gain a set of nodes based on the Equidistribution algorithm that satisfy the
constraint (3). Thus, an s.e.d. mesh is produced, with respect to M and c.

Theorem 1. If Π : {a = x1, x2, ..., xn = b} is an e.d. mesh on [a, b] with
respect to g and d, where



50 J. Biazar and M. Hosami

Figure 1: Geometrical interpretation of the Equidistribution procedure

g(t) = max(M(t), p),

with
p = (1/k) max

t∈[a,b]
M(t),

and d = (1/c)
∫ b

a
g(x) dx (and n is equal to the smallest integer such that

nc ≥
∫ b

a
g), then Π is a s.e.d. on [a, b] with respect to M and c, and satisfies

in (3).

Proof. For proof and more details about the implementation of the algorithm,
see [7].

Figure 2, illustrates the effect of the constraint in the distributing of
nodes. The figure also shows the uniform adaptive nodes without constraint,
and adaptive nodes with constraint. It is obvious that the constraint omits
the huge concentration in a region.
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Figure 2: The comparison of three types of distribution for a test function

4 Numerical experiments

In this section, the algorithm is implemented on two time-dependent partial
differential equations. The method is a combination of the algorithm which
is introduced in 3.1 and Equidistribution algorithm (introduced in 3.3), re-
garding the constraint (3). In fact, the e.d. algorithm is implemented in each
step of time in meshless method of line to produce adaptive central nodes
which satisfy the constraint (3).

Example 1. Consider the Burger equation

ut + uux = υ uxx, (4)

on the interval [-1,1]. The exact solution is u(x, t) = 0.1 ea+0.5 eb +ec

ea+ eb +ec
,

where a = −(x + 0.5 + 4.95t)/(20υ), b = −(x + 0.5 + 0.75t)/(4υ), and
c = −(x + 0.625)/(2υ). The initial condition u(x, 0) and the boundary con-
ditions u(−1, t), u(1, t) are specified. By choosing υ = 0.0035, the equation
is solved by uniform and adaptive nodes. Meshless method of line combined
with adaptive algorithm is applied on equation (4). By choosing N center
nodes {x1, x2, ..., xN} in the domain [-1,1], at a constant time t, the solution
u(x, t) can be expressed in RBF-approximation as follows

u(x, t) =

N∑
j=1

λj φ(rj) = Φt(r)λ. (5)

Collocating (5) by {x1, x2, ..., xN}, leads us to the following system of equa-
tion

Aλ = u, (6)

where u = [u(x1, t), u(x2, t), ..., u(xN , t)]. By substituting λ = A−1u into (5),
we have

u(x, t) = Φt(r)A−1u = V (x)u(t), (7)
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Figure 3: Plots of the approximate solution and absolute error of equation (4) at t=0.5
using 50 uniform nodes (a), adaptive nodes without constraint (b), and adaptive nodes
with constraint (c)

where V (x) = Φt(x)A−1 = [V1(x), ..., VN (x)]. By substituting (7) into the
Burger equation (4), and collocating the center nodes xi, we obtain

dui
dt

+ ui (Vx(xi)u) = υ (Vxx(xi)u) , i = 1, 2, ..., N.

This equation can be written as a system of ordinary differential equations
as

du

dt
= −u⊗ (Vx(xi)u) + υ (Vxx(xi)u) , (8)

where ⊗ denote component by component multiplication of two vectors.
Equation (8), is rewritten as

du

dt
= F (u), (9)
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Figure 4: Plots of the approximate solution and absolute error of equation (4) at t=1
using 70 uniform nodes (a), and adaptive nodes with constraint (b)

where F (u) = −u ⊗ (Vx(xi)u) + υ (Vxx(xi)u). The system of ordinary
differential equations (9) can be solved by RK4 method. In the nth step
of RK4, u(x, tn) is approximated. As mentioned before, the center nodes
{x1, x2, ..., xN} in each step can be selected adaptively. We solve the Burger
equation (4), by adaptive meshless method of line by three different distri-
bution of center nodes; uniformly distributed nodes, adaptive nodes without
constraints, and adaptive nodes with the constraint (3). Figure 3 shows the
approximate solution at t=0.5 with different center nodes. The approximate
solution by uniform nodes demonstrates that, it has the minimum accuracy in
the sharpest region of the solution. Furthermore Figure 3-b, and 3-c show the
same accuracy for two adaptive center nodes. It is important that without
constraint (3), the condition number of the RBF matrix may be very large
(close to singular) or singular, and RBF interpolation can’t work exactly.
Due to this fact, in this example at time 1, by 70 adaptive nodes without
constraint, the method is failed to obtain a solution (Table 1). The results of
using uniform nodes and adaptive nodes with constraint are shown in Figure
4. Table 1 illustrates the accuracy of the adaptive algorithm. It is known
that the value of the parameter k influence the concentration of the nodes.
Thus to illustrate the impact of the parameter k in distributing the adaptive
nodes, and in the accuracy of the results, the error norm by different values
of this parameter are investigated in Table 1.
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Table 1: The error norms of the approximate solution of Example 1

t N Distribution of nodes k ε Max error RMS error Figure
0.5 50 Uniform - 31 0.0335 0.0070 Figure 3-a

Adaptive without constraint - 31 0.0054 0.0018 Figure 3-b
Adaptive with constraint 2 31 0.0307 0.0064 -

3 31 0.0154 0.0036 -
6 31 0.0042 0.0018 Figure 3-c

0.5 70 Uniform - 31 0.0059 0.0013 -
Adaptive without constraint - 31 0.0027 0.0011 -
Adaptive with constraint 2 31 0.0023 9.65e-4 -

3 31 0.0019 8.81e-4 -
6 31 0.0022 0.0010 -

1 70 Uniform - 31 0.0650 0.0135 Figure 4-a
- 51 0.0942 0.0166 -

Adaptive without constraint - 31 NaN NaN -
- 51 NaN NaN -

Adaptive with constraint 3 31 0.3548 0.0509 -
3 51 0.0367 0.0055 Figure 4-b
6 31 0.0321 0.0067 -
6 51 0.0435 0.0087 -

Example 2. Consider the KdV equation

ut + εu ux + µuxxx = 0, (10)

with ε = 6, and µ = 1. The initial condition is

u(x, 0) = 2 sech2(x).

The exact solution is

u(x, t) = 2 sech2(x− 4t).

The computational domain is[−10, 40]. The boundary conditions u(−10, t)
and u(40, t) are determined. This problem is solved by the same method
as the example 1. Figure 5 shows the solution of the equation (10), with
uniform and adaptive center nodes. It is obvious that, by 110 center nodes,
at t=0.5, the approximate solutions using adaptive nodes have better accu-
racy. The RMS error and Max-error of the results (Table 2), shown that the
adaptive nodes with constraint result in better accuracy. If the number of
central nodes increased up to 150, the solutions by adaptive nodes have the
same accuracy. It is predictable, because when the number of nodes is large,
the e.d. algorithm leads to nearly uniform distribution of nodes and conse-
quently, the errors of approximate solutions are close. Table 2, demonstrate
the impact of N, k, and shape parameter ε, in the accuracy of the results.
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Figure 5: Plots of the approximate solution and absolute error of equation (10) at t=0.5
using 110 uniform nodes (a), adaptive nodes without constraint (b), and adaptive nodes
with constraint (c)

Table 2: The error norms of the approximate solution of Example 2

t N Distribution of nodes k ε Max error RMS error Figure
0.5 110 Uniform - 0.8 0.1485 0.0389 Figure 5-a

Adaptive without constraint - 0.9 0.0460 0.0110 Figure 5-b
Adaptive with constraint 2 1.2 0.0295 0.0069 Figure 5-c

3 1.2 0.0295 0.0069 -
6 1.2 0.0295 0.0069 -

0.5 150 Uniform - 0.8 0.0205 0.0065 -
Adaptive without constraint - 0.8 0.0046 0.0014 -
Adaptive with constraint 2 0.8 0.0033 0.0010 -

3 0.8 0.0033 0.0010 -
6 0.8 0.0033 0.0010 -

1 150 Uniform - 0.8 0.0197 0.0094 -
- 1.1 0.0074 0.0034 -

Adaptive without constraint - 0.8 0.0045 0.0021 -
- 1.1 0.0054 0.0025 -

Adaptive with constraint 2 0.8 0.0033 0.0016 -
2 1.1 0.0030 0.0014 -
3 0.8 0.0033 0.0016 -
3 1.1 0.0030 0.0014 -
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5 Conclusion

In this paper, an Equidistribution algorithm has been applied to distribute
the central nodes in adaptive modes to RBF methods. To have some smooth-
ness properties, by the e.d. algorithm, the central nodes satisfying in a given
constraint are obtained. This method was applied to two nonlinear time-
dependent partial differential equations by MMOL. In numerical examples,
the results obtained by uniform nodes, and adaptive nodes with, and with-
out the constraint have been compared. The numerical results in Example
1, reveal that with adaptive nodes, a more accurate approximate solution
has been obtained. Our numerical experience shows that, in this example, to
achieve the accuracy as good as adaptive nodes, at least 150 uniform nodes
must be applied. Also in Example 2, with 110 uniform nodes, the obtained
results by adaptive nodes with constraint have better accuracy. With 150
center nodes a good accuracy has been obtained by three distributions. The
numerical results in the examples illustrate the efficiency of adaptive nodes
to solving some nonlinear PDEs with MMOL. The results show that apply-
ing the adaptive central nodes is more accurate in the problems with speed
gradient functions.

Acknowledgement The Authors are grateful to reviewers for their con-
structive and helpful comments, which helped to improve the paper.
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Application of modified simple
equation method to Burgers, Huxley

and Burgers-Huxley equations

Z. Ayati∗, M. Moradi and M. Mirzazadeh

Abstract

In this paper, modified simple equation method has been applied to ob-
tain generalized solutions of Burgers, Huxley equations and combined forms
of these equations. The new exact solutions of these equations have been
obtained. It has been shown that the proposed method provides a very effec-

tive, and powerful mathematical tool for solving nonlinear partial differential
equations.

Keywords: Modified simple equation method; Burgers equation; Huxley
equation; Burger-Huxley equation.

1 Introduction

Mathematical modeling of many real phenomena leads to a non-linear par-
tial differential equations in various fields of sciences and engineering. Many
powerful methods have been presented for solving PDEs so far, such as
tanh-function method [19] and [28], sine-cosine method [29], Homotopy
Analysis method [17], Homotopy perturbation method [6], variational itera-
tion method [9] and [10], Adomian decomposition method [1], Exp-function
method [1], [11], [36] and [37], simplest equation method [7] and [4], and
many others. Most recently, a modification of simplest equation method
(MSE method) has been developed to obtain solutions of various nonlinear
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evolution equations [14], [15], [21], [31], [32], [33] and [34]. The present paper
is motivated by the desire to extend the MSE method to obtain generalized
solutions of Burgers, Huxley, and Burgers-Huxley. The procedure of this
method, by the help of Matlab, Maple or any mathematical package, is of
utter simplicity.

2 The MSE method

Consider a nonlinear partial equation in two independent variables, say x
and t , in the form of

P (u, ut, ux, utt, uxx, ...) = 0, (1)

where u = u(x, t) an unknown function, P is a polynomial in u = u(x, t)
and its various partial derivatives, in which the highest order derivatives and
nonlinear terms are involved. This method consists of the following steps.

Step 1. Using the transformation

ξ = x+ wt, (2)

where w is constant, we can rewrite equation (1) as a following nonlinear
ODE:

Q(u, u′, u′′, ...) = 0. (3)

Where the superscripts denote the derivatives with respect to ξ .

Step 2. Suppose that the solution of equation (2) can be expressed as
follows

u(ξ) =

m∑
i=0

ai(
F ′(ξ)

F (ξ)
)i. (4)

Where ai are constants to be determined later, with am ̸= 0 and F (ξ) is an
unknown function to be determined later.

Step 3. The positive integer m can be determined by considering the homo-
geneous balance of the highest order derivatives and highest order nonlinear
appearing in equation (2).

Step 4. Calculating all necessary derivatives u′, u′′, u′′′, ... , and substituting

equation (3) into equation (2) yields a polynomial of F ′(ξ)
F (ξ) and its derivatives.

Equating the coefficients of same power of F−i(ξ) to zero gives a system of
equations which can be used to solve for determining unknown constants,F (ξ)
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and F ′(ξ). By substituting obtained results into equation (3), solutions of
the equation (1) can be obtained.

3 Application of the MSE method

In this section, the modified simple equation method has been applied to
obtain generalized solutions of Burgers, Huxley, and Burgers-Huxley.

3.1 Application MSE method to Burgers equation

The Burgers equation is a nonlinear partial differential equation of second
order of the form

ut + uux = νuxx. (5)

Where ν is the viscosity coefficient [2], [22], [23] and [27]. Many problems
can be modeled by the Burgers‘ equation. This equation is one of the very
few nonlinear partial differential equations which can be solved exactly for
the restricted set of initial function. The study of the general properties of
the equation has drawn considerable attention due to its place of application
in some fields such as gas dynamics, heat conduction, elastically, etc.
To apply MSE method on equation (4), lets introduce a variable ξ , defined
as

ξ = x− wt. (6)

So, equation (4) turns to the following system of ordinary different equation,

−wu′ + uu′ = νu′′. (7)

Where w is constant to be determined. Integrating (7) and considering the
integral constant to be zero, we obtain

−wu+
1

2
u2 = νu′. (8)

Suppose that the solution of ODE equation (8) can be expressed by a poly-

nomial in F ′

F as shown in (3). Balancing the terms u2 and u′ in equation (8),
yields to m = 1 . So we can write (3) as the following simple form

u(ξ) = a1
F (ξ)

F (ξ)
+ a0, a1 ̸= 0. (9)
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So

u′ = a1(
F ′′

F
− (

F ′

F
)2). (10)

Substituting (9) and (10) into equation (8) and equating each coefficient of
F−i(ξ) , (i = 0, 1, 2) to zero, we derive

−wa0 +
1

2
a20 = 0, (11)

(−w + a0)F
′ − νF ′′ = 0, (12)

(
1

2
a21 + νa1)(F

′)2 = 0. (13)

By solving equations (11) and (13), the following results will be obtained

a0 = 0, 2w, a1 = −2ν.

Case 1. when equation (12) turns to

wF ′ + νF ′′ = 0.

So
F ′ = Ae

−w
ν ξ. (14)

Where A is a arbitrary constant. Integrating (13) with respect ξ, F (ξ) will
be obtained as fallows

F =
−Aν
w

e
−w
ν ξ +B,

where B is a constant of integration. Now, the exact solution of equation
(4) has the form

u1(x, t) =
−2νAe

−w
ν (x−wt)

−Aν
w e

−w
ν (x−wt) +B

.

Case 2. when a0 = 2w, equation (12) yields to

wF ′ − νF ′′ = 0.

So
F ′ = Ae

w
ν ξ,

and

F =
Aν

w
e

w
ν ξ +B.

Now, the exact solution of equation (4) has the form
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u2(x, t) = 2w − 2wνAe
w
ν (x−wt)

Aνe
w
ν (x−wt) + wB

=
2w2B

Aνe
w
ν (x−wt) + wB

.

Note that all obtained solutions have been checked with maple 13 by
putting into the original equation and found correct.

3.2 Application MSE method to Huxley equation

Now we will bring to bear the MSE method to obtain exact solution to the
Huxley equation [3], [7], [8], [12], [13], [18], [25] and [26] in the following form

ut = uxx + u(k − u)(u− 1). (15)

The Huxley equation is an evolution equation that describes the nerve prop-
agation in biology from which molecular CB properties can be calculated.
It also gives a phenomenological description of the behaviour of the myosin
heads II. This equation has many fascinating phenomena such as bursting
oscillation [3], interspike [18], bifurcation, and chaos [35]. A generalized ex-
act solution can gain an insight into these phenomena. There is no universal
method for nonlinear equations. In this part, the exact solution will be ob-
tained by the MSE method.

By considering (6), equation (15) turns to the following ordinary differ-
ential equation,

wu′ + u′′ + u(k − u)(u− 1) = 0. (16)

Balancing the terms u′′ and u3 in equation (16), yields to m = 1 . So we
can rewrite (3) as the following simple form

u(ξ) = a1
F (ξ)

F (ξ)
+ a0, a1 ̸= 0. (17)

Now by substituting 19) into equation (16) and equating each coefficient of
F−i(ξ) ,(i = 0, 1, 2, 3) to zero, the following result will be obtained

a30 − (k + 1)a20 + ka0 = 0, (18)

a1F
′′′ + wa1F

′′ + (2(k + 1)a0a1 − 3a20a1 − ka1)F
′ = 0, (19)

−3a1F
′F ′′ + ((k + 1)a1 − wa1 − 3a0a

2
1)(F

′)2 = 0, (20)

(2a1 − a31)(F
′)3 = 0. (21)

Solving equations (15) and (22), we drive

a0 = 0, 1, k,

a1 = ±
√
2.
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Case 1. when a0 = 0, equations (16) and (17) yield

F ′′′ + wF ′′ − kF ′ = 0, (22)

3F ′′ + (w − k − 1)F ′ = 0. (23)

By substituting equation (23) into (22), we obtain

F ′′′ + (w +
3k

w − k − 1
)F ′′ = 0.

So
F ′′ = Ae−αξ. (24)

Where α = w + 3k
w−k−1 and A is a arbitrary constant. Therefore, we have

F ′ = −A
α
e−αξ +B. (25)

where A and B are arbitrary constants. By substituting (25) into equations
(22) and (23), we get

w =
k + 1

4
± 3

4

√
k2 − 6k + 1, B = 0.

Thus, (25) can be rewritten as follows

F ′ = −A
α
e−αξ. (26)

Integrating (26) with respect ξ , F (ξ) will be obtained as follows

F =
A

α2
e−αξ + C,

where C is a constant of integration. Substituting the value of F and F ′ into
equation (19), the following exact solution of equation (16) has been obtained

u1(x, t) =
±
√
2Aαe−αξ

Ae−αξ + α2C
.

Case 2. when a0 = 1, equations (16) and (17) turns to

F ′′′ + wF ′′ + (k − 1)F ′ = 0, (27)

3F ′′ + ((w − k − 1± 3
√
2)F ′ = 0. (28)
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By substituting equation (8) into (27), we obtain

F ′′′ + (w − 3(k − 1)

w − k − 1± 3
√
2
)F ′′ = 0.

So
F ′′ = Ae−αξ, (29)

where α = w− 3(k−1)

w−k−1±3
√
2
and A is a arbitrary constant. Therefore, we have

F ′ = −A
α
e−αξ +B, (30)

where A and B are arbitrary constants. By substituting (30) into equations
(27) and (28), we get

w =
k + 1

4
− 3

4

√
2± 3

4

√
k2 − 6k − 6k

√
2 + 27− 6

√
2, B = 0,

or

w =
k + 1

4
+

3

4

√
2± 3

4

√
k2 − 6k + 6k

√
2 + 27 + 6

√
2, B = 0.

Thus, (30) can be rewritten as follows

F ′ = −A
α
e−αξ. (31)

Integrating (31) with respect , will be obtained as follows

F =
A

α2
e−αξ + C,

where C is a constant of integration. Substituting the value of F and F ′ into
equation (19), the following exact solution of equation (16) has been obtained

u2(x, t) = 1 +
±
√
2Aαe−αξ

Ae−αξ + α2C
.

Case 3. when a0 = k, equations (16) and (17) turn to

F ′′′ + wF ′′ + k(1− k)F ′ = 0,

3F ′′ + ((w − 1 + k(−1± 3
√
2))F ′ = 0.

By using the same method applied in case 1, the following solution will
be obtained

u3(x, t) = k +
±
√
2Aαe−αξ

Ae−αξ + α2C
,
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where

α = w − 3k(1− k)

w − 1 + k(−1± 3
√
2)
,

and

w =
1− k(−1± 3

√
2)

4
± 3

4

√
1− 2k(−1± 3

√
2) + k(−1± 3

√
2)2 − 8k2 + 8k.

3.3 Application MSE method to Burgers-Huxley
equation

The analysis presented in this part is based on the generalized nonlinear
Burgers-Huxley equation,

ut = uxx + uux + u(k − u)(u− 1), (32)

which models the interaction between reaction mechanisms, convection ef-
fects and diffusion transports [20], and some special cases of the equation,
which usually appear in mathematical modelling of some real world phenom-
ena. It also gives a phenomenological description of the behaviour of the
myosin heads II [30] and Fitzhugh-Nagoma equation, an important nonlin-
ear reaction-diffusion equation used in circuit theory, biology and population
genetics [5].

By considering (6), equation (32) turns to the following ordinary differ-
ential equation,

wu′ + u′′ + uu′ + u(k − u)(u− 1) = 0. (33)

Balancing the terms u′′ and u3 in Eq. (33), yields to m = 1 . So we can
rewrite (3) as the following simple form

u(ξ) = a1(
F ′

F
) + a0, a1 ̸= 0. (34)

Now by substituting (34) into equation (33) and equating each coefficient of
F−i(ξ), (i = 0, 1, 2, 3) to zero, the following result will be obtained

a30 − (k + 1)a20 + ka0 = 0, (35)

a1F
′′′ + (wa1 + a0a1)F

′′ + (2(k + 1)a0a1 − 3a20a1 − ka1)F
′ = 0, (36)

(−3a1 + a21)F
′F ′′ + ((k + 1)a1 − wa1 − a0a1 − 3a0a

2
1)(F

′)2 = 0, (37)

(2a1 − a21 − a31)(F
′)3 = 0. (38)

Solving equation (35) and (38), we get
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a0 = 0, 1, k,

a1 = 1,−2.

Case 1. when a0 = 0 and a1 = 1 equations (36) and (37) yield

F ′′′ + wF ′′ − kF ′ = 0, (39)

2F ′′ + (w − k − 1)F ′ = 0. (40)

By substituting equation (40) into (39), we obtain

F ′′′ + (w +
2k

w − k − 1
)F ′′ = 0.

So
F ′′ = Ae−αξ (41)

where α = w + 2k)
w−k−1 and A is a arbitrary constant. Therefore, we have

F ′ = −A
α
e−αξ +B, (42)

where A and B are arbitrary constants. By substituting (42) into equations
(39) and (40), we get

w = ±(k − 1), B = 0,

So
α = −1,−k.

Thus, (42) can be rewritten as follows

F ′ = −A
α
e−αξ. (43)

Integrating (43) with respect ξ , F (ξ) will be obtained as follows

F ′ =
A

α2
e−αξ + C,

where C is a constant of integration. Substituting the value of F and F ′

into equation (34), the following exact solutions of equation (33) has been
obtained

u1(x, t) =
Aex−(k−1)t

Aex−(k−1)t + C
,

u2(x, t) =
AKek(x+(k−1)t)

Aek(x+(k−1)t) + k2C
.
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Case 2. when a0 = 0, and a1 = −2 equations (36) and (37) yield

F ′′′ + wF ′′ − kF ′ = 0, (44)

−5F ′′ + (w − k − 1)F ′ = 0. (45)

By substituting equation (45) into (44), we obtain

F ′′′ + (w +
5k)

w − k − 1
)F ′′ = 0.

By using the same method applied in case 1, the following solution will be
obtained

u3,4(x, t) =
2Aαe−αξ

Ae−αξ + α2C
,

where

α = w +
5k

w − k − 1
,

and

w =
3

8
(k + 1)± 5

8

√
k2 − 14k + 1.

Case 3. when a0 = 1 and a1 = 1, equations (31) and (32) turn to

F ′′′ + (w + 1)F ′′ + (k − 1)F ′ = 0, (46)

2F ′′ + (w + 3− k)F ′ = 0. (47)

By substituting equation (47) into (46), we obtain

F ′′′ + (w + 1− 2(k − 1)

w + 3− k
)F ′′ = 0.

So
F ′′ = Ae−αξ,

where α = w+1− 2(k−1)
w+3−k and A is an arbitrary constant. Therefore, we have

F ′ = −A
α
e−αξ +B, (48)

where A and B are arbitrary constants.
By substituting (48) into equations (46) and (47), we get

w = −1± k,B = 0.
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Thus, the following exact solutions of equation (33) has been obtained.

u5(x, t) = 1− Ae−x+(1−k)t

Ae−x+(1−k)t + C
,

u6(x, t) = 1− A(1− k)e−(1−k)(x+(1+k)t)

Ae−(1−k)(x+(1+k)t) + (1− k)2C
.

Case 4. when a0 = 1 and a1 = −2, by using the same method applied
in case 1, the following solution will be obtained.

u7,8(x, t) = 1 +
2Aαe−αξ

Ae−αξ + α2C
.

Where

α = w + 1− 5(k − 1)

w − 6− k
,

and

w =
13 + 3k

8
(k + 1)± 5

8

√
k2 + 30k + 33.

Case 5. when a0 = k and a1 = 1, equations (31) and (32) turn to

F ′′′ + (w + k)F ′′ + k(1− k)F ′ = 0, (49)

2F ′′ + (w + 3k − 1)F ′ = 0. (50)

By substituting equation (50) into (49), we obtain

F ′′′ + (w + k − 2k(1− k)

w + 3k − 1
)F ′′ = 0.

So
F ′′ = Ae−αξ,

where α = w + k − 2k(1−k)
w+3k−1 and A is an arbitrary constant. Therefore, we

have

F ′ = −A
α
e−αξ +B, (51)

where A and B are arbitrary constants. By substituting (51) into equations
(49) and (50), we get

w = −k ± 1, B = 0.

Thus, the following exact solutions of equation (32) has been obtained

u9(x, t) = k − Ake−k(x+(k−1)t)

Ae−k(x+(k−1)t) + k2C
,
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u10(x, t) = k − A(k − 1)e−(k−1)(x+(k+1)t)

Ae−(k−1)(x+(k+1)t) + (k − 1)2C
.

Case 6. when a0 = k and a1 = −2, by using the same method applied
in case 5, the following solution will be obtained.

u11,12(x, t) = k +
2Aαe−αξ

Ae−αξ + α2C
.

Where

α = w + k − 5k(1− k)

w − 1− 6k
,

and

w =
13 + 3k

8
(k + 1)± 5

8

√
33k2 + 30k + 1.

4 Conclusion

In this paper, modified simple equation method has been applied to obtain
the generalized solutions of some nonlinear partial differential equation. The
results show that modified simple equation method is a powerful tool for
obtaining the exact solutions of nonlinear differential equations. It may be
concluded that, the method can be easily extended to all kinds of nonlinear
equations. The advantage of this method over other methods is that in most
methods applied for the exact solution of partial differential equations such
as Exp-function method, G′

G - expansion method, tanh-function method, and
so on, the solution is presented in terms of some pre-defined functions, but in
the MSE method, F (ξ) is not pre-defined or not a solution of any pre-defined
equation. Therefore, some new solutions might be found by this method.The
computations associated in this work were performed by Maple 13.
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On convergence and stability
conditions of homotopy perturbation
method for an inverse heat conduction

problem

Q. Jannati and A. Zakeri∗

Abstract

In this paper, we investigate the application of the Homotopy Pertur-
bation Method (HPM) for solving a one-dimensional nonlinear inverse heat

conduction problem. In this problem the thermal conductivity term is a lin-
ear function with respect to unknown heat temperature in bounded interval.
Furthermore, the temperature histories are unknown at the end point of the
interval. This problem is ill-posed. So, using the finite difference scheme and

discretizing the time interval, the partial differential equation is reduced into
a System of Nonlinear Ordinary Differential Equations (SNODE’s). Then,
using HPM, the approximated solution of the obtained Ordinary Differen-

tial Equation (ODE) system is determined. In the sequel, the stability and
convergence conditions of the proposed method are investigated. Finally, an
upper bound of the error is provided.

Keywords: Homotopy perturbation method; Diffusion equation; Disceretiz-
ing method; Inverse problem.

1 Introduction

Inverse heat conduction problems are used to describe many important phe-
nomena in physics, chemistry, mechanics, etc. There has been a great amount
of investigation to solving inverse heat conduction problems in one and multi
dimensional spaces. Many effective methods have been provided. However,
lots of inverse heat transfer problems, which arise in natural phenomena,
such as radiational heat transfer, modelling of case hardening, gravimetry,
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and etc., have nonlinear forms and so they are not solvable with analytical
methods, but unfortunately, most of presented methods are useful just for
solving linear forms.

Usually these problems are ill-posed in the sense of Hadamard. There-
fore, the regularization method is a successive technique for solving ill-posed
problems and it may be applied to entire class of problems which arise from
physical observations.

Beck et al. have investigated an inverse problem in one-dimensional space
with two general procedures, function specification and regularization meth-
ods, and a method of combining these, trial function method, and have im-
plemented all of these methods in a sequential manner [3]. Lesnic et al.
in [15] and [19] have considered a special case of distributed (identification)
parameter problems in one-dimensional spaces. They have shown that for
a one-dimensional quasi-heterogeneous material with square-root harmonic
conductivity, a single measurement of the conductivity and the flux on the
boundary is sufficient to determine uniquely the unknown physical parame-
ters and the solution function. Alivanov considered the solution of inverse
problems by analytical approaches [2]. Qu and Dou [20], Lewandowski [18],
and Jia et al. [16], have studied the nonlinear diffusion equation and provided
some numerical techniques. Shidfar and Zakeri in [21] - [23] have investigated
the existence and uniqueness of a solution for a two-dimensional nonlinear
inverse diffusion problem. Also, Zakeri et al. have begun their research by
a Cauchy inverse problem and found a solution by HMP method [26] and
in continuation they have gone on by an inverse heat conduction problem
and solved it by the HPM again [27]. Also, they have applied an approach
which contained a difference method and the HPM together, and solved the
problem with a reliable accuracy [28].

In continuation of above researches our intend is investigation of suffi-
ciently condition for HPM for solving inverse heat conduction problems.

In next section, the HPM is introduced shortly and in Section 3, an ap-
proximated solution for the inverse heat conduction problem is obtained via
HPM . Then, the stability and convergence of the above mentioned method
are studied in Section 3 and Section 4, respectively . Some numerical results
are illustrated by some tables and figures in Section 6. Finally conclusions
and some suggestions for more research are given in last section.

2 Basic concepts of HPM

In this section we introduce the basic concepts of the HPM , according to [26],
in brief.

Consider the following nonlinear equation

A(u)− f(r) = 0, r ∈ Ω, (1)
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with the boundary conditions

B(u, ∂u/∂n) = 0, r ∈ Γ,

where A is a general differential operator, B is a boundary operator, f(r)
is a known analytic function and Γ is the boundary of the domain Ω. The
operator A can be generally divided into two parts L and N , where they are
the linear and nonlinear parts of A, respectively. So, Eq. (1) converts into
the following form

L(u) +N(u)− f(r) = 0. (2)

In [10], He constructed a homotopy H : Ω× [0, 1] −→ R which satisfies:

H(v, p) = (1− p)[L(v)− L(v0)] + p[A(v)− f(r)] = 0, (3)

or

H(v, p) = L(v)− L(v0) + pL(v0) + p[N(v)− f(r)] = 0, (4)

where r ∈ Ω, and p ∈ [0, 1] is called the homotopy parameter, and v0, is an
initial approximation for the solution of Eq. (1) which satisfies the boundary
conditions. Consequently{

H(v, 0) = L(v)− L(v0) = 0,

H(v, 1) = A(v)− f(r) = 0.

Now, when p varies from 0 to 1, the homotopy H(v, p), changes from
L(v)− L(v0) to A(v)− f(r).

Applying the perturbation technique due to the fact that 0 ≤ p ≤ 1 is
considered as a small parameter, we can assume that the solution of Eq. (3)
or Eq.(4) can be expressed as a series in the form

v = v0 + pv1 + p2v2 + . . . .

When p −→ 1, Eq.(3) or Eq.(4) corresponds to Eq.(2) and so v becomes the
approximate solution of Eq. (2) i.e;

u = lim
p→1

v = v0 + v1 + v2 + . . . . (5)

The series (7) is convergent for most cases and the rate of convergence de-
pends on A(v) [11,12].

In the next section, a nonlinear inverse heat conduction problem is consid-
ered. We discretize the time interval by means of backward finite difference
method and apply the HPM. Then, the approximate solution of the problem
is yield.
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3 Solution of nonlinear inverse heat conduction problem
by HPM

Let T > 0, and consider the nonlinear parabolic partial differential equation

ut − (D(u)ux)x = Φ(x, t), (x, t) ∈ Ω = (0, 1)× (0, T ), (6)

with initial condition

u(x, 0) = s(x), x ∈ [0, 1], (7)

and boundary conditions

u(0, t) = f(t), t ∈ [0, T ], (8)

u(1, t) = h(t), t ∈ [0, T ], (9)

where D(u) = a(t)u + b(t) > 0, and a, b, s and f are known functions
such that, b(t) is far from zero in [0, T ].

If h is given, then the problem (6)-(9) is a direct problem which is
solvable by means of common numerical and approximation approaches for
solving PDEs, such as finite difference method [7], finite element method
[7], radial basis functions [4], homotopy perturbation method [13], Adomian
decomposition method [1] and so on.

Now, suppose that h is unknown. Then the problem (6)-(9) becomes an
inverse problem. Consequently, an overspecified condition, such as

ux(0, t) = g(t), t ∈ [0, T ], (10)

where g is a known function, is used.

For positive integer n, let △t = 1
k = T

n , tj = j △ t, j ∈ Jn = {1, 2, ..., n}.
Put u0(x) = u(x, 0) = s(x), aj = a(tj), bj = b(tj), Φj(x) = Φ(x, tj), for
any j ∈ Jn, such that they are given fixed nodes. Similarly, we consider the
uj(x), as the approximated value of u(x, tj), j ∈ Jn.

Using the backward finite difference scheme for the term ut in the form

ut(x) ≃ k( uj(x)− uj−1(x) ), j ∈ Jn,

and substituting in Eq. (6), a system of second order ordinary differential
equations with respect to x is obtained. We have

k(uj(x)− uj−1(x))−
d

dx
{(a(tj)uj(x) + b(tj))

d

dx
uj(x)} = Φj(x), 1 ≤ j ≤ n,

or

d2

dx2
uj(x) − { k

b(tj)
(uj(x)− uj−1(x)) −

a(tj)

b(tj)
(
d

dx
(uj(x)

d

dx
uj(x) ) ) }
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=
−1

b(tj)
Φj(x). (11)

For simplicity, define u(x) = (u1(x), u2(x), . . . , un(x))
T . Then we can

write Eq. (6) as follows

Au = Lxu−Nu = Ψ(x, t),

where Ψ(x, t) = (−Φ1(x)
b(t1)

, . . . , −Φn(x)
b(tn)

)T . Moreover, Lx and N are the linear

and nonlinear parts of the operator A, respectively, and are as follows:

Lx =
d2

dx2
,

Nu = −M2
d

dx
(D(u,u)) +M1u+m,

where

m = ( −k
b(t1)

s(x), 0, . . . , 0)T
n×1

, M1 = k


1

b(t1)
0

−1
b(t2)

1
b(t2)

. . .
. . .

0 −1
b(tn)

1
b(tn)

 ,

M2 = diag ( a(t1)
b(t1)

, a(t2)b(t2)
, . . . , a(tn)

b(tn)
),

and

D(u(x),v(x)) = (u1(x)
d
dxv1(x), u2(x)

d
dxv2(x), . . . , un(x)

d
dxvn(x))

T .

After twice integration of Eq. (6) with respect to x, and applying the condi-
tions (7)- (9), we obtain

u(x)− xg− f−
∫ x

0

∫ x

0

Nu (x) dxdx =

∫ x

0

∫ x

0

Ψ(x)dxdx,

where g = ( g(t1), . . . , g(tn) )
T , and f = ( f(t1), . . . , f(tn) )

T .

Now, using HPM and [8,26], we choose a convex homotopy such that

H (v(x), p) = v(x)− h(x)− p

∫ x

0

∫ x

0

Nv(x) dxdx = 0, (12)

and

F(u(x)) = u(x)− h(x) = 0,

where
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h(x) = xg+ f+

∫ x

0

∫ x

0

Ψ(x) dxdx,

and v(x) = ( v(x, t1), . . . v(x, tn) )
T
. Furthermore, Eq. (12) gives

v(x) = h(x) + p

∫ x

0

∫ x

0

Nv(x) dxdx. (13)

Combining Eq.s (11) and (16), we obtain the following results

v(x) = xg+ f+
∫ x

0

∫ x

0
Ψ(x) dxdx +

p

∫ x

0

∫ x

0

{M1 ( v(x)− us(x) )−M2
d

dx
D(u(x),u(x))}dxdx, (14)

where us(x) = (s(x), u1(x), . . . , un−1(x))
T . Thus, it is concluded that

v0(x) = h(x) = xg+f+

∫ x

0

∫ x

0

Ψ(x)dxdx = (v0(x, t1), · · · , v0(x, tn))T , (15)

and

v1(x) =

∫ x

0

∫ x

0

{
M1 (v0(x)− us(x))−M2

d

dx
D(v0(x),v0(x))

}
dxdx

= (v1(x, t1), · · · , v1(x, tn))T . (16)

The above relations are obtained by equating the terms with identical powers
of p in Eq. (19). The approximate solution is

u(x) ≃ v0(x) + v1(x) = v(x). (17)

4 Convergence and stability analysis

In this section, we use continuity of u(x, t) on the compact domain Ω,
and prove that v(x) ≃ v0(x) + v1(x) depends continuously on the data.
Therefore, adding a perturbation term to a, b, f, g and Φ, an upper bound
for errors of their solutions are found. In each case, we show that as the
perturbation term tends to zero, the solutions errors vanish.

Lemma 1. Let M(t) =
∫ 1

0
|Φ(x, t)|dx > 0 is a bounded function such that

M(t) ≤M for any 0 ≤ t ≤ T, and v̂0(x) correspond to v0(x), where b(t)
is perturbed by δb(t) in Equation (6). Then we have

|v̂0(x, tj)− v0(x, tj)| =
|δb(tj)|

|b(tj)(b(tj) + δb(tj))|
M, 0 ≤ j ≤ n, x ∈ [0, 1],
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consequently, if |δb(t)| → 0, then |v̂0(x, t) − v0(x, t)| → 0, for any t =
tj , j = 1, · · · , n, and 0 ≤ x ≤ 1.

Proof. Using the Equation (15), we have

v0(x, tj) = f(tj) + xg(tj)−
1

b(tj)

∫ x

0

∫ x

0

Φj(x)dxdx. (18)

If b(tj) is perturbed by δb(tj), then

v̂0(x, tj) = f(tj) + xg(tj)−
1

b(tj) + δb(tj)

∫ x

0

∫ x

0

Φj(x)dxdx. (19)

Now from Equations (18) and (19), we obtain

v0(x, tj)− v̂0(x, tj) =
−δb(tj)

b(tj)(b(tj) + δb(tj))

∫ x

0

∫ x

0

Φj(x)dxdx,

consequently

|v0(x, tj)− v̂0(x, tj)| ≤
|δb(tj)|

|b(tj)(b(tj) + δb(tj))|
M, for any 0 ≤ j ≤ n,

and this completes the proof.

Lemma 2. Let M(t) and M are as defined in lemma 1, and v̂1(x, tj)
is the value of v1(x, tj) for any t = tj , j = 1, · · · , n, when b(tj) is
perturbed by b(tj) + δb(tj) as in problem Equation (6), such that δb(t0) = 0.
If |δb(tj)| → 0, then |v̂1(x, tj) − v1(x, tj)| → 0, for any 0 ≤ x ≤ 1, and
1 ≤ j ≤ n.

Proof. Similar to detailed proof presented for lemma 1, assume

v1(x, tj) =

∫ x

0

∫ x

0

{ k

b(tj)
(v0(x, tj)− uj−1(x))

− a(tj)

b(tj)
(
d

dx
{v0(x, tj)

d

dx
v0(x, tj)})}dxdx.

Suppose that b(tj) is replaced by b(tj) + δb(tj), for any j = 1, · · · , n.
Then we have

v̂1(x, tj) =

∫ x

0

∫ x

0

{k v̂0(x, tj)− ûj−1(x)

b(tj) + δb(tj)

− a(tj)

b(tj) + δb(tj)
(
d

dx
{v̂0(x, tj)

d

dx
v̂0(x, tj)})}dxdx,

or
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|v̂1(x, tj)− v1(x, tj)| ≤ k

∫ 1

0

∫ 1

0

{ |v̂0(x, tj)− v0(x, tj)|
|b(tj) + δb(tj)|

+
|ûj−1(x)− uj−1(x)|

|b(tj) + δb(tj)|

+
|δb(tj)|C

|b(tj)(b(tj) + δb(tj))|
}dxdx

+
|a(tj)||δb(tj)|

|b(tj)(b(tj) + δb(tj))|
(

M

|b(tj)(b(tj) + δb(tj))|

× max
x∈[0,l],

j=1,··· , n.

{|v̂0(x, tj)|, |v0(x, tj)|}

+
|v20(x, tj)|+ |f(tj)2|+ |f(tj)g(tj)|

2|b(tj)|
),

when C ∈ R is an upper bound for |v0(x, tj)− uj−1(x)|. Therefore, for fixed
k, from lemma 1, it is derived,

lim
|δb(tj)|−→0

|v̂1(x, tj)− v1(x, tj)| −→ 0,

for 0 ≤ x ≤ 1, and 1 ≤ j ≤ n.

Remark 1. By an induction, it is shown that, when |δb(tj)| −→ 0, the
second term of the integral in the above inequality vanishes.

Theorem 1. Suppose that v(x, tj), v0(x, tj), v̂0(x, tj), v1(x, tj), v̂1(x, tj),
M , M(t), b(tj) and δb(tj), are the same as defined in lemmas 1 and 2. Then
v(x, tj) = v0(x, tj) + v1(x, tj) depends continuously on the data.

Proof. Obviously, by considering lemmas 1 and 2, the statement of Theorem
1 is proved.

Theorem 2. Suppose that δa(tj) is the perturbation term that perturbs a(tj)
to a(tj) + δa(tj), and v0, v1, v̂0, v̂1, M, M(t), b(tj) and δb(tj) satisfy
assumptions of Theorem 1. Then v(x, tj) depends continuously on the data.

Proof. The first part of v(x, t) is independent of a(t). Then, using Theorem
1, there is nothing to prove for v0(x, tj), 1 ≤ j ≤ n. Now we just prove that
v1(x, tj) depends continuously on the data. We have

v̂1(x, tj) =

∫ x

0

∫ x

0

{k
v̂0(x, tj)− ûj−1(x)

b(tj) + δb(tj)
−

a(tj) + δa(tj)

b(tj) + δb(tj)
(
d

dx
{v̂0(x, tj)

d

dx
v̂0(x, tj)})}dxdx,

then, it is concluded that

|v̂1(x, tj)− v1(x, tj)| ≤ k

∫ 1

0

∫ 1

0

{ |v̂0(x, tj)− v0(x, tj)|
|b(tj) + δb(tj)|

+
|ûj−1(x)− uj−1(x)|

|b(tj) + δb(tj)|

+
|δb(tj)|

|b(tj)(b(tj) + δb(tj))|
}dxdx

+
|a(tj)||δb(tj)|

|b(tj)(b(tj) + δb(tj))|
(

M

|b(tj)(b(tj) + δb(tj))|
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× max
x∈[0,1],

j=1,··· , n.

{|v̂0(x, tj)|, |v0(x, tj)|}

+
|v20(x, tj)|+ |f(tj)2|+ |f(tj)g(tj)|

2|b(tj)|
)

+ |δa(tj)|
|v̂20(x, tj)|

2
.

Similarly, it is shown that, the approximate solution v(x) in (17), depends
continuously on the data, when f(t), g(t) and Φ(x, t) are perturbed by small
perturbation terms in their domains. So, we give the following theorem.

Theorem 3. Let f(t), g(t) and Φ(x, t) be the same as defined in Equation
(6). If

f(t) 7−→ f(t) + δf(t),
g(t) 7−→ g(t) + δg(t),

Φ(x, t) 7−→ Φ(x, t) + δΦ(x, t),

and v 7−→ v + δv, then |δv(x, t)| 7−→ 0, when

max
0≤x≤l
0≤t≤T

{|δf(t)|+ |δg(t)|+ |δΦ(x, t)|} −→ 0.

Furthermore, we have

|v̂(x, tj)− v(x, tj)| ≤ |δf(tj)|+ |δg(tj)| +
∥δΦ(x, tj)∥
2|b(tj)|

+
|k|

|b(tj)|

∫ 1

0

∫ 1

0

{|v̂0(x, tj)− v0(x, tj)|+ |ûj−1 − uj−1|}dxdx

+
|a(tj)|
2|b(tj)|

|v̂20(x, tj)− v20(x, tj)|.

Proof. We have

v̂0(x, tj) = f(tj) + δf(tj) + xg(tj) + xδg(tj)−
1

b(tj)

∫ x

0

∫ x

0

(Φ(x, tj) + δΦ(x, tj))dxdx,

and so

|v̂0(x, tj)− v0(x, tj)| ≤ |δf(tj)|+ |δg(tj)|+
∥δΦ(x, tj)∥
2|b(tj)|

. (20)

So, |v̂0(x, t)− v0(x, t)| −→ 0, when

max
0≤x≤1
0≤t≤T

{|δf(t)|+ |δg(t)|+ |δΦ(x, t)|} −→ 0.



84 Q. Jannati and A. Zakeri

Similarly, putting

v̂1(x, tj) =

∫ x

0

∫ x

0

{
k

b(tj)
(v̂0(x, tj)− ûj−1(x))−

a(tj)

b(tj)

d

dx
(v̂0(x, tj)

d

dx
v̂0(x, tj))

}
dxdx;

which via lemma 2 and Equation (20), simplifies to the form

|v̂1(x, tj)− v1(x, tj)| ≤
|k|

|b(tj)|

∫ 1

0

∫ 1

0

{|v̂0(x, tj)− v0(x, tj)|+ |ûj−1 − uj−1|} dxdx

+
|a(tj)|
2|b(tj)|

|v̂20(x, tj)− v20(x, tj)|. (21)

Now, |v̂1(x, t)− v1(x, t)| −→ 0, whenever

max
0≤x≤l
0≤t≤T

{|δf(t)|+ |δg(t)|+ |δΦ(x, t)|} −→ 0.

By adding the two sides of Equations (20) and (21), we obtain

|v̂(x, tj) − v(x, tj)| ≤ |δf(tj)|+ |δg(tj)| +
∥δΦ(x, tj)∥
2|b(tj)|

+
|k|

|b(tj)|

∫ 1

0

∫ 1

0

{|v̂0(x, tj)− v0(x, tj)|+ |ûj−1 − uj−1|}dxdx

+
|a(tj)|
2|b(tj)|

|v̂20(x, tj)− v20(x, tj)|.

Finally,|v̂(x, t)− v(x, t)| −→ 0, whenever

max
0≤x≤1
0≤t≤T

{|δf(t)|+ |δg(t)|+ |δΦ(x, t)|} −→ 0.

In the next section, a necessary condition for convergence of the approx-
imate solution, when the step size ∆t, tends to zero is obtainsd.

5 Convergence conditions for the problem (6)-(9)

In this section, we apply the error term of finite difference method in the
relations (15), (16) and (17) and then convergence condition of the solution
will be investigated. So, first, we give the following theorem.

Theorem 4. Let |∆t b(t)| > 1 for any 0 ≤ t ≤ T. If |∆t| −→ 0, then
uj(x) −→ u(x, t), for any 0 ≤ j ≤ n, 0 ≤ x ≤ 1.

Proof. Using Taylor’s series expansion, we have
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vj(x) ≃ v(x, tj) + δΦ,

where δΦ = ∆t
∂u(x,θj)

∂t , and tj < θj < tj+1.
So, from (18) we obtain

v0(x, tj) = f(tj) + xg(tj)−
1

b(tj)

∫ x

0

∫ x

0

Φj(x)dxdx,

or

v0j = f(tj) + xg(tj)−
1

b(tj)

∫ x

0

∫ x

0

Φj(x)dxdx+ δΦj .

Clearly, if δΦj −→ 0, then v0j −→ v0(x, tj).

Again, by (2 ) we have

v1(x, tj) =

∫ x

0

∫ x

0

k

b(tj)
(v0(x, tj)− uj−1(x))−

a(tj)

b(tj)
(
d

dx
{v0(x, tj)

d

dx
v0(x, tj)})dxdx.

thus

v1j =

∫ x

0

∫ x

0

k

b(tj)
{(v0j − δΦj)− (uj−1(x)− δΦj−1)}

− a(tj)

b(tj)
(
d

dx
{(v0j − δΦj)

d

dx
(v0j − δΦj)})dxdx

+ δΦj ,

and

v1j = v1(x, tj)−
k

b(tj)

∫ x

0

∫ x

0

(δΦj − δΦj−1)dxdx

+
a(tj)

b(tj)
{
δΦ2

j

2
−
∫ x

0

v0j
d

dx
δΦjdx−

∫ x

0

δΦj
d

dx
v0jdx}.

That means if δΦj −→ 0, then v1j −→ v1(x, tj), and vj −→ v(x, tj).

6 Numerical results

In this section, we give a numerical example.
Let

ut −
∂

∂x
{(1

6
e−tu+ (t+ 5) e−t)

∂u

∂x
} = −7

3
t− 9, (x, t) ∈ [0, 1]× [0, 1],

u(x, 0) = x2, 0 ≤ x ≤ 1,
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u(0, t) = t, 0 ≤ t ≤ 1,
ux(0, t) = 0, 0 ≤ t ≤ 1. (22)

Obviously
Φ(x, t) = − 7

3 t− 9, a(t) = 1
6 e

−t, b(t) = (t+ 5) e−t.
The exact solution is u(x, t) = x2et+ t. We obtain the approximate solution
by applying equations (15), (16) and (17), at x = 0.1, 0.2, . . . , 1, where t =
0.25, 0.5, 0.75, 1, and we assume that △t = 0.25. Consequently the solution
will be constructed in the form

v0j (x) = h(x, tj) = tj − 1
(tj+5)e−tj

(−7
3 t− 9)x

2

2 ,

v1j (x) =
∫ x

0

∫ x

0

{
4etj

(tj+5) (v0j (x)− u(x, tj−1))−
1
6

(tj+5)
d
dx

(
v0j (x)

d
dxv0j (x)

)}
dxdx,

for j = 1, 2, 3, 4.
The exact solution, approximate solution and relative error for the above
problem are given in Tables 2− 5 and 6− 9 at t = tj = j△t, j = 1, 2, 3, 4.
To illustrate stability, according to Table 1, we enter some noise terms into
data functions in Eq. (22).
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Figure 1: Approximate (· · · ) and exact solution of u(x, tj) in t = 0.25 and t = 0.5.
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Figure 2: Approximate (· · · ) and exact solution of u(x, tj) in t = 0.75 and t = 1.

Table 1: Perturbation terms in problem (22)

j aj bj fj gj Φj

1 -0.006486161986 -0.001002685512 0.001219370604 -0.001002685512 0.001219370604

2 0.01848017099 -0.0008600955762 -0.0002264198307 -0.0008600955762 -0.0002264198307

3 -0.005506853028 0.002919491298 -0.0004964518833 0.002919491298 -0.0004964518833

4 -0.006487155975 -0.001056710212 -0.0004964988898 -0.001056710212 -0.0004964988898

Table 2: Exact and approximate solution of uj(x) at tj = 0.25 with and without pertur-

bation terms in a and b

x exact solution approximate solution relative error perturbed solution relative error

0.1 0.2628402542 0.2628483725 3.08× 10−5 0.2628562616 6.09× 10−5

0.2 0.3013610167 0.3013841491 7.67× 10−5 0.3014170267 1.85× 10−4

0.3 0.3655622875 0.3655793088 4.65× 10−5 0.3656582382 2.62× 10−4

0.4 0.4554440667 0.4553871491 1.24× 10−4 0.4555397988 2.10× 10−4

0.5 0.5710063542 0.5707422861 4.62× 10−4 0.5710055740 1.36× 10−6

0.6 0.7122491501 0.7115606556 9.66× 10−4 0.7119833904 3.37× 10−4

0.7 0.8791724543 0.8777395127 1.62× 10−3 0.8783850345 8.95× 10−4

0.8 1.071776267 1.069157431 2.44× 10−3 1.070106259 1.55× 10−3

0.9 1.290060588 1.285674303 3.40× 10−3 1.287026770 2.35× 10−3

1 1.534025417 1.527131339 4.49× 10−3 1.529010242 3.26× 10−3
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Table 3: Exact and approximate solution of uj(x) at tj = 0.5 with and without pertur-

bation terms in a and b

x exact solution approximate solution relative error perturbed solution relative error

0.1 0.5164872127 0.5165050073 3.44× 10−5 0.5164663253 4.04× 10−5

0.2 0.5659488508 0.5660064728 1.01× 10−4 0.5658439475 1.85× 10−4

0.3 0.6483849144 0.6484638498 1.21× 10−4 0.6480689075 4.87× 10−4

0.4 0.7637954034 0.7638099282 1.90× 10−5 0.7630349271 9.95× 10−4

0.5 0.9121803178 0.9119513987 2.50× 10−4 0.9105938906 1.73× 10−3

0.6 1.093539658 1.092769640 7.04× 10−4 1.090556514 2.72× 10−3

0.7 1.307873423 1.306121720 1.33× 10−3 1.302693219 3.96× 10−3

0.8 1.555181613 1.551841629 1.09× 10−3 1.546735182 5.43× 10−3

0.9 1.835464230 1.829741743 3.11× 10−3 1.822375591 7.13× 10−3

1 2.148721271 2.139614496 4.23× 10−3 2.129271087 9.05× 10−3

Table 4: Exact and approximate solution of uj(x) at tj = 0.75 with and without pertur-

bation terms in a and b

x exact solution approximate solution relative error perturbed solution relative error

0.1 0.7711700002 0.7711983689 3.36× 10−5 0.7712065247 4.73× 10−5

0.2 0.8346800007 0.8347737522 1.12× 10−4 0.8348115589 1.57× 10−4

0.3 0.9405300015 0.9406671824 1.45× 10−4 0.9407717933 2.57× 10−4

0.4 1.088720003 1.088781041 5.60× 10−5 1.089016095 2.71× 10−4

0.5 1.279250004 1.278980053 2.11× 10−4 1.279447063 1.54× 10−4

0.6 1.512120006 1.511092655 6.79× 10−4 1.511943216 1.16× 10−4

0.7 1.787330008 1.784912741 1.35× 10−3 1.786361766 5.41× 10−4

0.8 2.104880011 2.100201772 2.22× 10−3 2.102541999 1.11× 10−3

0.9 2.464770014 2.456691211 3.27× 10−3 2.460309231 1.80× 10−3

1 2.867000017 2.854085288 4.50× 10−3 2.859479316 2.62× 10−3
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Table 5: Exact and approximate solution of uj(x) at tj = 1 with and without perturba-

tion terms in a and b

x exact solution approximate solution relative error perturbed solution relative error

0.1 1.027182818 1.027222369 3.85× 10−5 1.027311557 1.25× 10−4

0.2 1.108731273 1.108860738 1.16× 10−4 1.109229081 4.48× 10−4

0.3 1.244645364 1.244829262 1.47× 10−4 1.245701389 8.48× 10−4

0.4 1.434925092 1.434986046 2.42× 10−5 1.436644053 1.19× 10−3

0.5 1.679570457 1.679134916 2.59× 10−4 1.681940678 1.41× 10−3

0.6 1.978581458 1.977027872 7.85× 10−4 1.981444677 1.44× 10−3

0.7 2.331958096 2.328368191 1.53× 10−3 2.334981455 1.29× 10−3

0.8 2.739700370 2.732814161 2.51× 10−3 2.742351004 9.67× 10−4

0.9 3.201808281 3.189983398 3.69× 10−3 3.203330804 4.75× 10−4

1 3.718281828 3.699457703 5.06× 10−3 3.717678990 1.62× 10−4

Table 6: Exact and approximate solution of uj(x) at tj = 0.25 with and without pertur-

bation terms in f, g and Φ

x exact solution approximate solution relative error perturbed solution relative error

0.1 0.2628402542 0.2628483725 3.08× 10−5 0.2630645568 8.53× 10−4

0.2 0.3013610167 0.3013841491 7.67× 10−5 0.3015988237 7.89× 10−4

0.3 0.3655622875 0.3655793088 4.65× 10−5 0.3657914404 6.26× 10−4

0.4 0.4554440667 0.4553871491 1.24× 10−4 0.4555956649 3.32× 10−4

0.5 0.5710063542 0.5707422861 4.62× 10−4 0.5709460580 1.05× 10−4

0.6 0.7122491501 0.7115606556 9.66× 10−4 0.7117584843 6.88× 10−4

0.7 0.8791724543 0.8777395127 1.62× 10−3 0.8779301112 1.41× 10−3

0.8 1.071776267 1.069157431 2.44× 10−3 1.069339409 2.27× 10−3

0.9 1.290060588 1.285674303 3.40× 10−3 1.285846152 3.26× 10−3

1 1.534025417 1.527131339 4.49× 10−3 1.527291415 4.38× 10−3
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Table 7: Exact and approximate solution of uj(x) at tj = 0.5 with and without pertur-

bation terms in f, g and Φ

x exact solution approximate solution relative error perturbed solution relative error

0.1 0.5164872127 0.5165050073 3.44× 10−5 0.5154115152 2.08× 10−3

0.2 0.5659488508 0.5660064728 1.01× 10−4 0.5648920604 1.86× 10−3

0.3 0.6483849144 0.6484638498 1.21× 10−4 0.6473145948 1.65× 10−3

0.4 0.7637954034 0.7638099282 1.90× 10−5 0.7626119527 1.54× 10−3

0.5 0.9121803178 0.9119513987 2.50× 10−4 0.9106908844 1.63× 10−3

0.6 1.093539658 1.092769640 7.04× 10−4 1.091432842 1.92× 10−3

0.7 1.307873423 1.306121720 1.33× 10−3 1.304694990 1.30× 10−3

0.8 1.555181613 1.551841629 1.09× 10−3 1.550311436 3.13× 10−3

0.9 1.835464230 1.829741743 3.11× 10−3 1.828094690 4.01× 10−3

1 2.148721271 2.139614496 4.23× 10−3 2.137837344 5.06× 10−3

Table 8: Exact and approximate solution of uj(x) at tj = 0.75 with and without pertur-

bation terms in f, g and Φ

x exact solution approximate solution relative error perturbed solution relative error

0.1 0.7711700002 0.7711983689 3.36× 10−5 0.7736467637 3.21× 10−3

0.2 0.8346800007 0.8347737522 1.12× 10−4 0.8372983250 3.13× 10−3

0.3 0.9405300015 0.9406671824 1.45× 10−4 0.9433190828 2.96× 10−3

0.4 1.088720003 1.088781041 5.60× 10−5 1.091611970 2.65× 10−3

0.5 1.279250004 1.278980053 2.11× 10−4 1.282042479 2.18× 10−3

0.6 1.512120006 1.511092655 6.79× 10−4 1.514440029 1.53× 10−3

0.7 1.787330008 1.784912741 1.35× 10−3 1.788599719 7.10× 10−4

0.8 2.104880011 2.100201772 2.22× 10−3 2.104284426 2.82× 10−4

0.9 2.464770014 2.456691211 3.27× 10−3 2.461227246 1.43× 10−3

1 2.867000017 2.854085288 4.50× 10−3 2.859134249 2.74× 10−3
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Table 9: Exact and approximate solution of uj(x) at tj = 1 with and without perturba-

tion terms in f, g and Φ

x exact solution approximate solution relative error perturbed solution relative error

0.1 1.027182818 1.027222369 3.85× 10−5 1.025635295 1.50× 10−3

0.2 1.108731273 1.108860738 1.16× 10−4 1.107171622 1.40× 10−3

0.3 1.244645364 1.244829262 1.47× 10−4 1.242968576 1.34× 10−3

0.4 1.434925092 1.434986046 2.42× 10−5 1.432882007 1.42× 10−3

0.5 1.679570457 1.679134916 2.59× 10−4 1.676712572 1.70× 10−3

0.6 1.978581458 1.977027872 7.85× 10−4 1.974208173 2.21× 10−3

0.7 2.331958096 2.328368191 1.53× 10−3 2.325067038 2.95× 10−3

0.8 2.739700370 2.732814161 2.51× 10−3 2.728941436 3.92× 10−3

0.9 3.201808281 3.189983398 3.69× 10−3 3.185441974 5.11× 10−3

1 3.718281828 3.699457703 5.06× 10−3 3.694142422 6.49× 10−3

7 Conclusions

The HPM for the one-dimensional inverse problems has been presented. The
method described is mathematically simple and computationally effective.
As we see in Tables 2 − 9, small errors in the data make small errors in
the solution, so that, the solution depends continuously on the data. In
this paper, the noise terms that are shown in Table 1, are made randomized
and have standard normal distributions. Maple 16 packages have been used
to compute the solution before and after adding noise terms. Rapidity ,
accuracy and stability are advantages of this formulation.
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An adaptive nonmonotone trust region
method for unconstrained optimization

problems based on a simple
subproblem

Z. Saeidian and M.R. Peyghami∗

Abstract

Using a simple quadratic model in the trust region subproblem, a new
adaptive nonmonotone trust region method is proposed for solving uncon-
strained optimization problems. In our method, based on a slight modifica-
tion of the proposed approach in (J. Optim. Theory Appl. 158(2):626-635,

2013), a new scalar approximation of the Hessian at the current point is
provided. Our new proposed method is equipped with a new adaptive rule
for updating the radius and an appropriate nonmonotone technique. Under
some suitable and standard assumptions, the local and global convergence

properties of the new algorithm as well as its convergence rate are investi-
gated. Finally, the practical performance of the new proposed algorithm is
verified on some test problems and compared with some existing algorithms
in the literature.

Keywords: Trust region methods; Adaptive radius; Nonmonotone tech-
nique; Scalar approximation of the Hessian; Global convergence.

1 Introduction

In this paper, we deal with the following unconstrained optimization problem:

min
x∈Rn

f(x) (1)

where f : Rn → R is a twice continuously differentiable function. Two popu-
lar classes of optimization techniques for solving (1) are line search and trust
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region methods; see, e.g., [9,17,18]. Line search methods refer to a procedure
in which one moves along a (descent) direction as long as a sufficient reduc-
tion in the objective is achieved. On the other hand, in the classical trust
region methods, a trial step is computed by minimizing a (quadratic) model
of the objective function at the current point over a region around this point.
Then, using the so-called trust region ratio, the trial step is accepted/rejected
and the new point as well as the radius is updated accordingly. It has been
shown that trust region methods have appropriate global and local conver-
gence properties. These methods have been widely studied in the literature;
see, e.g., [9, 12,17,19,24,25].
Here, let us briefly describe one step of the classical trust region method.
Given xk, the trial step dk is computed by solving the following subproblem:

min qk(d) = gTk d+
1

2
dTBkd s.t. ∥d∥ ≤ ∆k, (2)

where gk = ∇f(xk), Bk is a n× n symmetric matrix which is ∇2f(xk) or its
approximation, ∆k > 0 is the so-called trust region radius, and ∥.∥ refers to
the Euclidean norm. Due to the so-called trust region ratio

rk =
f(xk)− f(xk + dk)

qk(0)− qk(dk)
, (3)

one decides whether the trial step is accepted or rejected; given µ ∈ (0, 1),
if rk ≥ µ, then the trial step is accepted and the new point is introduced by
xk+1 = xk + dk. Otherwise, the trial step is rejected and the current point
remains unchanged for the next iteration. In both cases, the trust region
radius is updated appropriately.
In the monotone trust region methods, the sequence of the objective val-
ues is monotonically decreasing. This may cause slow convergence rate in
some problems. In order to overcome this disadvantage, the concept of non-
monotone strategies have been introduced in the framework of trust region
methods, see, e.g., [13, 14]. A nonmonotone line search method was first
proposed by Chamberlain et al. in [8]. Grippo et al. in [13] introduced a
nonmonotone technique for Newton’s method and developed it for uncon-
strained optimization in [14]. Nevertheless many advantages of the Grippo’s
technique, it suffers from some drawbacks [2, 3, 27]. In order to overcome
these difficulties, recently, Ahookhosh and Amini in [2] and Ahookhosh et al.
in [3] proposed a new nonmonotone term as below:

Rk = ϵkfℓ(k) + (1− ϵk)fk, (4)

where fk = f(xk), ϵk ∈ [ϵmin, ϵmax] ⊂ [0, 1] and fℓ(k) is the Grippo’s non-
monotone term which is defined by

fℓ(k) = max
0≤j≤M(k)

fk−j , (5)
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where M(0) = 0 and, for k ≥ 1, M(k) = min{k,M}, for given positive inte-
ger M . They employed (4) in the trust region ratio (3) and suggested non-
monotone trust region methods which are globally convergent. The reported
numerical results on test problems confirm the efficiency and robustness of
these methods in practice too.
The radius updating strategy is a crucial point in trust region methods
[1, 21, 28]. In the classical trust region methods, this parameter is simply
enlarged, shrunk or stayed unchanged based on the magnitude of rk. Sev-
eral strategies have been introduced in the literature for radius updating and
initial radius choosing; see e.g. [11, 21–23, 29]. Zhang et al. in [29] proposed
the radius update according to ∆k = cp∥gk∥∥B̂−1

k ∥, where c ∈ (0, 1), p is

a nonnegative integer and B̂k = Bk + iI is a positive definite matrix, for
some i ∈ N. Although, Zhang’s method uses more information of the ob-
jective function for updating the radius, it requires an estimation of ∥B̂−1

k ∥,
which is costly. To reduce the computational cost of Zhang’s updating rule,
a simple adaptive rule was proposed by Shi and Wang in [23] according to

∆k = cp ∥gk∥3

gT
k B̂kgk

, where c ∈ (0, 1), B̂k is a positive definite matrix and p is a

nonnegative integer. Despite Zhang’s method that only updates the radius
based on the current point information, some updating rules based on the
information of the last two iterates have been introduced; see, e.g., [15,29,30].
Among them, Li [15] proposed an adaptive trust region method in which the

radius is updated according to ∆k = ∥dk−1∥
∥yk−1∥∥gk∥, where yk−1 = gk − gk−1

and dk−1 = xk − xk−1.
The advantages of nonmonotone and adaptive techniques have been simulta-
neously employed in the framework of trust region methods. Using the adap-
tive strategy proposed in [15], Sang et al. in [20] introduced a nonmonotone
adaptive trust region method based on a simple subproblem for large-scale
unconstrained optimization problems which makes full use of information in
the last two iterates. The idea of simple subproblem is originated from the
fact that solving the subproblem (2) is costly especially when Bk is a large-
scale and dense matrix. Therefore, the skills of the quasi-Newton method is
used for correcting Bk by a real diagonal matrix ∆Bk−1 from Bk−1. Recently,
Zhou et al. in [30] constructed a simple subproblem according to the modifi-
cation of the secant condition of Wei in [26] and introduced a nonmonotone
adaptive trust region method based on the simple subproblem. Later, Biglari
and Solimanpur in [7] proposed another simple subproblem with some supe-
rior properties to that of [30] in which the approximation of the Hessian at
the current point xk is computed by

γ̂k := γ(xk) =
4(fk−1 − fk) + 3gTk dk−1 + gTk−1dk−1

dTk−1dk−1
. (6)

In this paper, we proposed a new nonmonotone adaptive trust region method
based on simple subproblem for unconstrained optimization problems. Our
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approach is equipped with the nonmonotone technique as proposed in [2, 3],
and uses a slight modification of the secant condition in [7] for constructing
an approximation of the Hessian at the current point. Moreover, a modified
version of the adaptive strategy in [20] is employed in the framework of the
proposed algorithm. It is worth mentioning that the scalar approximation
of the Hessian based on modified secant condition in [6] has superior to the
standard Barzilai-Borwein method and its modifications. Under some stan-
dard assumptions, the global convergence property, as well as its superlinear
convergence rate, is established. Numerical results show the efficiency of the
proposed approach in practice comparing with some existing methods in the
literature.
The rest of the paper is organized as follows: In Section 2, we present the
structure of the new nonmonotone adaptive trust region method in details.
The global convergence property, as well as its rate of convergence, is estab-
lished in Section 3. Preliminary numerical results of applying the proposed
algorithm on some test problems are given in Section 4. Finally, we end up
the paper by some concluding remarks in Section 5.

2 The new algorithm

In this section, we propose a new adaptive nonmonotone trust region method
for solving unconstrained optimization problems. Our algorithm combines
the nonmonotone technique as proposed in [2] with an improved scalar ap-
proximation of the Hessian according to the modified secant equation as
proposed in [6].
Let us describe one step of our new algorithm here: For given xk, the trial step
dk is computed by (approximately) solving the following simple subproblem:

min qk(d) = gTk d+
1

2
dT γ(xk)d s.t. ∥d∥ ≤ ∆k, (7)

where γk := γ(xk) is a scalar approximation of the Hessian matrix. Since
γ̂k, as defined by (6), may become negative in some iterations, we slightly
modify (6) and define γk as below:

γk =
4(fk−1 − fk) + (3 + ηk)g

T
k dk−1 + gTk−1dk−1

dTk−1dk−1
, (8)

where ηk is computed by:

ηk =

{
4(fk−fk−1)−3gT

k dk−1−gT
k−1dk−1+δ

gkT dk−1
, if γ̂k < 0,

0, Otherwise,
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where δ is a small positive number. By this definition, it is obviously seen
that γk > 0. Now, using dk, the nonmonotone ratio is computed by:

rk =
Rk − f(xk + dk)

Predk
, (9)

where Rk is defined by (4) and Predk = qk(0) − qk(dk). For given
µ ∈ (0, 1), the trial step is accepted whenever rk ≥ µ; otherwise it is
rejected. In both cases, the radius is adaptively updated according to

∆k = min
{
νk

∥gk∥
γk

,∆max

}
, where ∆max > 0 is a threshold value for the

radii and νk+1 is updated by:

νk+1 =

σ0νk, rk < µ1,
νk, µ1 ≤ rk ≤ µ2,
min{σ1νk, νmax}, rk > µ2,

(10)

where 0 < σ0 < 1 < σ1, 0 < µ1 < µ2 ≤ 1 and νmax > 0 are given numbers.
By the way, the new point is given by xk+1 = xk + dk as long as rk ≥ µ;
otherwise, we set xk+1 = xk.
The procedure of the new proposed nonmonotone trust region algorithm is
outlined in Algorithm 1:

Algorithm 1: A new nonmonotone adaptive trust region algorithm

Input: x0 ∈ Rn, 0 < µ < µ1 < µ2 ≤ 1, 0 < σ0 < 1 < σ1, 0 < ϵmin < ϵmax <
1, ϵ, ε,M, νmax,∆max > 0, 0 < θ1 < θ2 and δ > 0.

Step 0: Set k = 0, γ0 := γ(x0) = 1, g0 = g(x0), ν0 = 1 and ∆0 =

min
{
ν0

∥g0∥
γ0

,∆max

}
.

Step 1: If ∥gk∥ ≤ ε, Then Stop.

Step 2: Determine dk by solving (7) and compute rk using (9).

Step 3: If rk < µ, Then set ∆k = σ0∆k, and goto Step 2.

Step 4: Set xk+1 = xk + dk.

Step 5: Compute γk+1 using (8). If γk+1 ≤ ϵ, Then set γk+1 = θ1. If
γk+1 ≥ 1

ϵ , Then set γk+1 = θ2.

Step 6: Update νk+1 using (10) and set ∆k+1 = min
{
νk+1

∥gk+1∥
γk+1

,∆max

}
.

Set k =: k + 1 and goto Step 1.
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Remark 1. Step 5 of Algorithm 1 implies that γk is a bounded positive
number for all k. More precisely, we have min{ϵ, θ1} ≤ γk ≤ max

{
1
ϵ , θ2

}
.

Remark 2. The subproblem (7) can be easily solved by using the following
procedure [20]: Let ωk = gk

γk
. If ∥ωk∥ ≤ ∆k, then we set the trial step as

dk = −ωk. Otherwise, we choose α ∈ (0, 1) so that ∥αωk∥ = ∆k. It can be
easily verified that α = ∆k

∥ωk∥ . In this case, we set dk = −αωk = − ∆k

∥ωk∥ωk =

− ∆k

∥gk∥gk.

Remark 3. From Remark 2, one can easily see that, for all k, there ex-
ists a positive constant κ so that ∥dk∥ ≤ κ∥gk∥.

3 Convergence analysis

In this section, our aim is to analyze the local and global convergence prop-
erties of Algorithm 1. For this purpose, the following assumption is imposed
on the problem:

A1. The set Ω = {x ∈ Rn|f(x) ≤ f(x0)} is a closed and bounded set and
f(x) is a twice continuously differentiable function over Ω. Moreover,
∇f(x) is a Lipschitz continuous function over Ω.

Lemma 1. Assume that dk is a solution of the problem (7). Then, one has:

Predk := qk(0)− qk(dk) ≥
1

2
∥gk∥min

{
∆k,

∥gk∥
γk

}
. (11)

Proof. We proceed the proof in the following two possible cases for dk:

Case I. ∥ − gk
γk
∥ ≤ ∆k, and therefore, dk = − gk

γk
: In this case one can easily

obtain the following relations:

qk(0)− qk(dk) = qk(0)− qk

(
−gk
γk

)
= −gTk

(
−gk
γk

)
− 1

2

(
−gk
γk

)T

γk

(
−gk
γk

)
=

∥gk∥2

γk
− 1

2

∥gk∥2

γk
=

∥gk∥2

2γk
≥ 1

2
∥gk∥min

{
∆k,

∥gk∥
γk

}
.

Case II. ∥− gk
γk
∥ > ∆k, and therefore, dk = − ∆k

∥gk∥gk: In this case, we have:
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qk(0)− qk(dk) = qk(0)− qk

(
− ∆k

∥gk∥
gk

)
= −gTk

(
− ∆k

∥gk∥
gk

)
− 1

2

(
− ∆k

∥gk∥
gk

)T

γk

(
− ∆k

∥gk∥
gk

)
= ∆k∥gk∥ −

1

2
γk∆

2
k > ∆k∥gk∥ −

1

2
∆k∥gk∥

=
1

2
∆k∥gk∥ ≥ 1

2
∥gk∥min

{
∆k,

∥gk∥
γk

}
,

where the first inequality is obtained from the fact that γk∆k < ∥gk∥.

Considering the above mentioned cases, the proof is completed. 2

Lemma 2. Let dk be computed by the procedure as mentioned in Remark 2.
Then, for all k, one has:

|f(xk)− f(xk + dk)− Predk| ≤ O(∥dk∥2), (12)

where Predk is defined by (11).
Proof. Using Taylor’s expansion and the fact that γk is bounded due to Re-
mark 1, one can easily conclude the result. 2
The following lemma states some appealing properties of the sequences{
fℓ(k)

}
and {Rk}, which are defined by (5) and (4), respectively. One can

find its proof in [2].

Lemma 3. Suppose that Assumption A1 holds and the sequence {xk} is
generated by Algorithm 1. Then, the following statements hold:

i) For all k, we have fk ≤ Rk ≤ fℓ(k).

ii) The sequence {fℓ(k)} is a decreasing and convergent sequence.

iii) limk→∞ fℓ(k) = limk→∞ fk.

iv) limk→∞Rk = limk→∞ fk.

Lemma 4. Let Assumption A1 hold and the sequence {xk} be generated by
Algorithm 1. Assume that there exists a constant ζ ∈ (0, 1) so that ∥gk∥ > ζ,
for all k. Then, for any k, there exists a nonnegative integer p so that xk+p+1

is a successful iteration point, i.e., rk+p+1 > µ.
Proof. Suppose that, on the contrary, there exists an iteration k so that, for
all nonnegative integer p, the point xk+p+1 is an unsuccessful iteration point,
i.e.,

rk+p < µ, p = 0, 1, 2, . . . . (13)

In this case, from Step 3 of Algorithm 1, we have
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∆k+p+1 ≤ σp+1
0 ∆k.

This inequality together with the definition of ∆k imply that:

lim
p→∞

∆k+p+1 = 0. (14)

Therefore, from Lemma 1, Remark 1 and (12), we have∣∣∣∣f(xk+p)− f(xk+p + dk+p)

Predk+p
− 1

∣∣∣∣ = ∣∣∣∣f(xk+p)− f(xk+p + dk+p)− Predk+p

Predk+p

∣∣∣∣
≤ O(∥dk+p∥2)

1
2∥gk+p∥min{∆k+p,

∥gk+p∥
γk+p

}

≤ O(∥∆k+p∥2)
1
2ζmin

{
∆k+p,

ζ

max{ 1
ϵ ,θ2}

} .
This implies that

∣∣∣ f(xk+p)−f(xk+p+dk+p)
Predk+p

− 1
∣∣∣ → 0, as p → ∞. Thus, for

sufficiently large p, using Lemma 3, we have

rk+p =
Rk+p − f(xk+p + dk+p)

Predk+p
≥ f(xk+p)− f(xk+p + dk+p)

Predk+p
→ 1,

which contradicts rk+p < µ. This completes the proof of the lemma. 2
Lemma 4 implies that the inner loop in Steps 2–3 of Algorithm 1 will be
terminated after finite number of iterations, and therefore, Algorithm 1 is
well-defined.
The following theorem provides the global convergence property of Algo-
rithm 1 under some suitable and standard assumptions.

Theorem 1. Suppose that Assumption A1 holds and {xk} is the sequence
generated by Algorithm 1. Then, Algorithm 1 either stops at a stationary
point or

lim inf
k→∞

∥gk∥ = 0. (15)

Proof. Suppose that Algorithm 1 does not stop at a stationary point. We
show that (15) holds for the infinite sequence {xk}. Assume that, on the
contrary, there exists a positive constant ζ so that

∥gk∥ > ζ > 0, ∀k. (16)

Using Lemma 4, Algorithm 1 is well-defined and the inner loop in Steps 2–3
is terminated after finite number of iterations. Therefore, we may assume
that rk ≥ µ. Now, from (9) and Lemma 1, we have



An adaptive nonmonotone trust region method for unconstrained ... 103

Rk − fk+1 ≥ µPredk ≥ 1

2
µ∥gk∥min

{
∆k,

∥gk∥
γk

}
≥ 1

2
µζmin

{
∆k,

ζ

max
{

1
ϵ , θ2

}} ≥ 0. (17)

By taking limit from both sides of this inequality, as k → ∞, and using
Lemma 3, we conclude that

∆k = νk
∥gk∥
γk

→ 0. (18)

Now, using Remark 1 and (16), (18) implies that

νk −→ 0. (19)

Therefore, from (16) and Lemmas 1 and 2, we have∣∣∣∣f(xk)− f(xk + dk)

Predk
− 1

∣∣∣∣ = ∣∣∣∣f(xk)− f(xk + dk)− Predk
Predk

∣∣∣∣
≤

O
(
∥dk∥2

)
1
2∥gk∥min

{
∆k,

∥gk∥
γk

}
≤

O
(
∆2

k

)
1
2ζmin

{
∆k,

ζ

max{ 1
ϵ ,θ2}

} k→∞−→ 0,

which implies that

rk =
Rk − f(xk + dk)

Predk
≥ f(xk)− f(xk + dk)

Predk
−→ 1. (20)

This shows that, for sufficiently large k, we have successful iterations. There-
fore, there exists a positive constant ν∗ so that, for sufficiently large k,
νk ≥ ν∗. This contradicts (19). 2
Under some extra assumptions on the problem and using the same proof line
of Theorem 3.7 in [30], one can construct the superlinear convergence rate of
the sequence {xk}, generated by Algorithm 1, to its limit point x∗.

4 Numerical results

In this section, we focus on providing some computational results of applying
Algorithm 1, denoted by FATRA, along with the following algorithms on
some test problems in order to compare their performances:
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• NATRM: Algorithm 2.1 in [30];

• NATRA: Algorithm 2.1 in [30] in which the nonmonotone term in com-
puting the trust region ratio rk is replaced by Rk, as given by (4);

• FATRM: Algorithm 1 in which the nonmonotone term in computing
the trust region ratio rk is replaced by fℓ(k), as given by (5);

All the algorithms are implemented in MATLAB 7.10.0 (R2010a) environ-
ment on a PC with CPU 2.0 GHz and 4GB RAM memory and double pre-
cision format. The following parameters are considered in the relevant algo-
rithms:

µ = 0.1, µ1 = 0.25, µ2 = 0.75, ϵmin = 10−6, ϵmax = 106,∆max = 100,M = 10,

σ0 = c2 = 0.5, σ1 = c1 = 4, νmax = σ4
1 , ν0 = 0.25, ε = ϵ = 10−6, δ = 10−6.

Moreover, in Step 5 of Algorithm 1, if γk+1 ≤ ϵ, then we set θ1 = ϵ; if
γk+1 > 1

ϵ , then we set θ2 = 1
ϵ . The simple subproblem at each iteration

is solved by the procedure as mentioned in Remark 2. All the algorithms
are being stopped either ∥gk∥ ≤ 10−6, or the number of iterations and/or
function evaluations exceeds 50000. In the latter case, we declare that the
algorithm is failed. The considered test problems are those in [30] as well as
some large-scale problems taken from [16] and [4]. We have also utilized the
advantages of the performance profile of Dolan and Moré in [10] to compare
the performances of considered algorithms.
Numerical results are given in Table 1. In this table, Prob stands for the
problem name, and ni, nf and fopt denote the number of iterations, the
number of function evaluations and the optimum value of the objective func-
tion, respectively. It should be noted that the number of gradient evaluations
are almost the same as ni.

Figures 1 and 2 show the performance profiles of the results in Table 1
based on the number of iterations and function evaluations, respectively. At a
glance to Figure 1, we can find out that, in terms of ni, FATRA solves all the
considered test problems successfully, while the other algorithms have at least
one failure in their runs. Moreover, FATRA and FATRM algorithms solve
roughly 67% and 61% of the problems at the lowest value of ni, respectively.
This percentage for NATRM and NATRA algorithms are 49% and 47%,
respectively. Figure 2 is drawn based on nf of the results in Table 1. From
this figure, it is revealed that FATRA solves all the problems successfully
while FATRM has one failure in its run. Moreover, NATRM and NATRA
algorithms solve roughly 96% and 98% of the test problems successfully. On
the other hand, FATRA and FATRM algorithms solve about 58% and 60% of
test problems in the lowest value of nf while these percentages for NATRM
and NATRA algorithms are about 34% and 22%.

Besides the performance profiles of the considered algorithms based on ni
and nf , we have stored the average CPU time in 20 runs for each algorithms
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and drew the performance profile of the considered algorithms based on CPU
time in Figure 3. The result shows that FATRA works well in this regard
too. Based on the above mentioned arguments, one can easily realize that
FATRA is competitive with FATRM, NATRM and NATRA algorithms in
terms of ni, nf and CPU time. Moreover, the performance of FATRM is
very close to FATRA.
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Figure 1: Performance profile of considered algorithms based on ni

Figure 2: Performance profile of considered algorithms based on nf

Figure 3: Performance profile of considered algorithms based on CPU time

5 Conclusion

In this paper, a new nonmonotone adaptive trust region method for solv-
ing unconstrained optimization problems based on a simple subproblem is
presented. The new proposed algorithm uses the advantage of the adaptive
trust region method, as proposed in [5], with the nonmonotone term, as sug-
gested in [2]. The global convergence property of the new proposed method
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is established under some standard assumptions. Numerical results on some
large-scale test problems confirm the efficiency and effectiveness of the new
proposed algorithm in comparison with some other existing algorithms in the
literature.
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معمولی دیفرانسیل معادلات عددی حل برای رانگ-کوتا پایداری با بالا مرتبه دوم مشتق روش�های
سخت

حجتی غلامرضا و عبدی علی

ریاضی علوم دانشکده تبریز، دانشگاه

توصیف و بحث را شش و پنج مراتب از (SGLMs) دوم مشتق عمومی خطی روش-های ساخت : چکیده
رانگ-کوتا پایداری خاصیت دارای و بوده پایدار - A شده ساخته روش-های بررسی، این در کنیم. می
اولیه مقدار مسائل حل برای شده ساخته روش-های کارایی دادن نشان برای عددی نتایج برخی هستند.

. شوند می ارائه سخت

پایداری؛ - A رانگ-کوتا؛ پایداری عمومی؛ خطی روش-های معمولی؛ دیفرانسیل معادله : کلیدی کلمات
دوم. مشتق روش-های



ثانی طرف چند با خطی معادلات دستگاه حل برای LSMRبلوکی الگوریتم

۳,۱ مجرب مریم و ۲,۱ توتونیان فائزه

کاربردی ریاضی گروه ریاضی، علوم دانشکده مشهد، فردوسی دانشگاه ۱

ها دستگاه کنترل و مدلسازی علمی قطب مشهد، فردوسی دانشگاه ۲

ریاضی گروه بلوچستان، و سیستان دانشگاه ۳

معادلات دستگاه حل برای تکراری روش یک دوم) توان�های کمترین مینیمال (مانده LSMR : چکیده
برای را LSMR الگوریتم از بلوکی نسخه یک مقاله این می�باشد. دوم توان�های کمترین مسائل و خطی
است بلوکی سازی دوقطری بر مبتنی جدید الگوریتم می�دهد. ارائه ثانی طرف چند با خطی دستگاه�های حل
الگوریتم همگرایی به�علاوه، می�شود. نتیجه مانده ماتریس نرمال معادلات فربینیوس نرم سازی مینیمم از و
به مانده ماتریس فربینیوس نرم که می�شود ملاحظه عمل در همچنین، می�گیرد. قرار بحث مورد پیشنهادی
سازی پیاده واقعی کاربردی مسائل روی بر که عددی آزمایش�های نهایت، در می�یابد. کاهش یکنواخت طور

کرد. خواهند تایید را شده ارائه روش کارایی شده�اند،

طرف چند تکراری؛ روش�های بلوکی؛ روش�های سازی؛ دوقطری ؛ LSMR روش : کلیدی کلمات
ثانی.



کامپیوتری سازی پیاده های جنبه آدومیان: تجزیه روش از عملی مروری

ملابهرامی احمد

ریاضی گروه ایلام، دانشگاه

غیرخطی مسایل بررسی برای آن توسعه جهت آدومیان، تجزیه روش از عملی مروی مقاله، این در : چکیده
این به یابی دست برای شود. می اثبات دقیق صورت به الگوریتم همگرایی و ارایه آمیخته، شرایط تحت قوی
ارایه غیرخطی، تابع یک کلی فرم برای آدومیان، های ای چندجمله تولید برای ساده و جدید روش یک هدف،
غیرخطی تابع یک آدومیان های ای چندجمله محاسبه برای صریح فرمول یک شده، ارایه روش گردد. می
نشان دیفرانسیل انتگرال- جالب ی مسئله چندین روی آن کارگیری به با رهیافت کارایی کند. می فراهم
این های رویه اساس بر آدومیان های جواب و ها ای چندجمله تولید متمتیکای های برنامه شد. خواهد داده

است. شده یزی طرح مقاله

دیفرانسیل؛ انتگرال- غیرخطی مسایل آدومیان؛ های ای چندجمله آدومیان؛ تجزیه روش : کلیدی کلمات
ماشینی. صریح های برنامه و محاسبات قوی؛ غیرخطی مسایل سری؛ جواب



شعاعی پایه توابع اساس بر سازگار شبکه بدون خط روش یک

هوسمی محمد و آزار بی جعفر

کاربردي رياضي گروه رياضي، علوم دانشکده گیلان، دانشگاه

می استفاده فضایی دامنه در نقاط توزیع برای سازگار شبکه بدون خط روش یک از مقاله، این در : چکیده
خاصی همواری شرایط شده انتخاب نقاط که است لازم بسیاری موارد در شبکه، بدون های روش در شود.
بررسی ها محدودیت این از یکی مقاله، این در کند. صدق هایی محدودیت در نقاط مجموعه و باشند داشته
نقاطی انتخاب برای است شبکه بدون خط روش در الگوریتمی بردن کار به مطالعه، این از هدف شود. می
آنرا دقت، افزایش در آن توانایی و الگوریتم کارایی دادن نشان برای کنند. صدق مشخص، شرایطی در که

بریم. می کار به نمونه مثال تعدادی در

شعاعی. پایه توابع شبکه؛ بدون خط روش سازگار؛ شبکه بدون های روش : کلیدی کلمات



برگرز هوکسلی و هوکسلی ، برگرز معادلات برای یافته توسعه ساده معادله روش کاربرد

میرزازاده محمد و مرادی مجتبی آیاتی، زینب

مهندسی علوم گروه گیلان، شرق مهندسی و فنی دانشکده گيلان، دانشگاه

برگرز، معادلات جواب-های آوردن دست به برای یافته توسعه ساده معادله روش مقاله، این در : چکیده
آمده دست به معادلات این از جدیدی دقیق جوابهای است. رفته کار به آنها شده ترکیب شکل و هوکسلی
با معادلات حل برای موثر بسیار و قوی ریاضی ابزار یک شده ارائه روش که است شده داده است.نشان

باشد. می جزئی مشتقات

برگرز-هوکسلی. معادله هوکسلی؛ معادله برگرز؛ معادله یافته؛ توسعه ساده معادله روش : کلیدی کلمات



روش توسط گرما هدایت معکوس مسأله تقریبی جواب یک پایداری و همگرایی شرایط بررسی
هموتوپی اختلال

ذاکری علی و جنتی قدسیه

ریاضی دانشکده طوسی، الدین نصیر خواجه دانشگاه

غیرخطی گرمایی هدایت معکوس مسأله یک حل برای هموتوپی اختلال روش کاربرد مقاله این در : چکیده
دمای از خطی تابع صورت به رسانش مسأله این در می-گیرد. قرار بررسی مورد بعدی یک فضای در
است. مجهول تعریف دامنه کران یک در دما مقدار این بر علاوه است. کران-دار دامنه یک در ناشناخته
متغیر -سازی گسسته و متناهی تفاضلات روش بستن کار به با است. بدخیم مسأله یک موردنظر مسأله
استفاده با آن تقریبی جواب که می-شود تبدیل غیرخطی دیفرانسیل معادلات دستگاه یک به مسأله زمانی،
بررسی مورد پیشنهادی روش پایداری و همگرایی شرایط ادامه در می-گردد. تعیین هموتوپی اختلال روش از

می-گردد. ارائه خطا بالای کران یک آخر در می-گیرد. قرار

معکوس. مسائل سازی؛ گسسته- روش-های نفوذ؛ معادلات ؛ هموتوپی اختلال روش : کلیدی کلمات



ساده زیرمساله یک اساس بر نامقید سازی بهینه مسایل برای نایکنوا وفقی اعتماد ناحیه روش یک

پیغامی۲,۱ محمدرضا و طریی۱ سعیدیان زینب

ریاضی دانشکده طوسی، الدین نصیر خواجه صنعتی دانشگاه ۱

سامانه مهندسی و سازی بهینه در علمی محاسبات پژوهشی مرکز طوسی، الدین نصیر خواجه صنعتی دانشگاه ۲

وفقی اعتماد ناحیه روش یک اعتماد، ناحیه زیرمساله در ساده دوم درجه مدل یک بکارگیری با : چکیده
جزیی اصلاح اعمال با روش، این در می-شود. پیشنهاد نامقید بهینه-سازی مسایل حل برای نایکنوا
تقریب یک ( J. Optim. Theory Appl. ١۵٨ (٢) ۶٢۶-۶٣۵ ، ٢٠١٣ ) در پیشنهادی روش روی
جدید وفقی روش یک به پیشنهادی روش می--گردد. ارایه فعلی نقطه در هسین ماتریس از جدید اسکالر
استاندارد فرضیات برخی تحت است. شده مجهز نایکنوا تکنیک یک و اعتماد ناحیه شعاع بهنگام برای
بررسی آن همگرایی نرخ همراه به پیشنهادی الگوریتم موضعی و سراسری همگرایی خواص مناسب، و
گرفته قرار بررسی مورد آزمونی مسایل برخی روی پیشنهادی الگوریتم عملی عملکرد پایان، در می-شوند.

می-گیرند. قرار مقایسه مورد موضوع ادبیات در موجود الگوریتم-های برخی با حاصل نتایج و

هسین؛ ماتریس اسکالر تقریب نایکنوا؛ تکنیک وفقی؛ شعاع اعتماد؛ ناحیه روش-های : کلیدی کلمات
سراسری. همگرایی
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