Iranian Journal of

Numerical Analysis and Optimization

Volume 4 , Number 1

Winter 2014

Ferdowsi University of Mashhad, Iran



In the Name of God

Iranian Journal of Numerical Analysis and Optimization (IJNAO)

This journal is authorized under the registration No. 174/853 dated 1386,/2/26,
by the Ministry of Culture and Islamic Guidence.

Volume 4, Number 1, Winter 2014

ISSN: 1735-7144

Publisher: Faculty of Mathematical Sciences, Ferdowsi University of Mash-
had

Published by: Ferdowsi University of Mashhad Press
Circulation: 250

Address: Iranian Journal of Numerical Analysis and Optimization
Faculty of Mathematical Sciences, Ferdowsi University of Mashhad
P.O. Box 1159, Mashhad 91775, Iran.

Tel-Fax: +98-511-8828606

E-mail: mjms@Qum.ac.ir

Website: http://jm.um.ac.ir/index.php/math

This journal is indexed by:

e Mathematical Review

e Zenteralblatt

e ISC

IINAO S slu; o o B1 SVWRTC TP KGR WU ) PP X1 FRPRUOUSS UV W ) -T2 A:JSCXLE\ ©
Ol 205 o3l S5 el 5 6 Sl o mn JS it VWAY/No/YD 4550 /W AMOTARNY 5,Le j5ma 3:b
Sl ety — ele (g5l 5 Dlid (sle

poke alaal sl 555y (2msy Cislan e e VWAY/VAYY 550 O/AYNOYS Lot sl ol
ol a1 4l TSC R s (3L ot 5 g3 T S0l dlme oMl e




Iranian Journal of Numerical Analysis
and Optimization

Volume 4, Number 1, Winter 2014

Ferdowsi University of Mashhad - Iran

@2013 All rights reserved. Iranian Journal of Numerical Analysis and Opti-
mization



Iranian Journal of Numerical Analysis and
Optimization

Editor in Charge
H. R. Tareghian*
Editor in Chief

M. H. Farahi

Managing Editor

M. Gachpazan

EDITORIAL BOARD

Abbasbandi, S.*

(Numerical Analysis)

Department of Mathematics,

Imam Khomeini International University,
Ghazvin.

e-mail: abbasbandy@ikiu.ac.ir
Afsharnezhad, Z.*

(Differential Equations)

Department of Applied Mathematics,
Ferdowsi University of Mashhad, Mashhad.
e-mail: afsharnezhad@math.um.ac.ir
Alizadeh Afrouzi, G.*

(Nonlinear Analysis)

Department of Mathematics, University

of Mazandaran, Babolsar.

e-mail: afrouzi@umz.ac.ir

Babolian, E.*

(Numerical Analysis)

Kharazmi University, Karaj, Tehran.
e-mail: babolian@saba.tmu.ac.ir

Effati, S.**

(Optimal Control & Optimization)
Department of Applied Mathematics,
Ferdowsi University of Mashhad, Mashhad.

e-mail: s-effati@um.ac.ir
Fakharzadeh Jahromi, A.**
(Optimal Control & Optimization)
Department of Mathematics,

Shiraz University of Technology, Shiraz.
e-mail: a-fakharzadeh@sutech.ac.ir
Farahi, M. H.*

(Optimal Control & Optimization)
Department of Applied Mathematics,
Ferdowsi University of Mashhad, Mashhad.
e-mail: farahi@math.um.ac.ir
Gachpazan, M.**

(Numerical Analysis)

Department of Applied Mathematics,
Ferdowsi University of Mashhad, Mashhad.
e-mail: gachpazan@um.ac.ir

Khaki Seddigh, A.*

(Optimal Control)

Department of Electerical Engineering,
Khaje-Nassir-Toosi University, Tehran.
e-mail: sedigh@kntu.ac.ir
Mahdavi-Amiri, N.*

(Optimization)

Faculty of Mathematics, Sharif



University of Technology, Tehran.
e-mail: nezamm@sina.sharif.edu
Salehi Fathabadi, H.*

(Operations Research)

School of Mathematics, Statistics and
Computer Sciences,

University of Tehran, Tehran.

e-mail: hsalehi@ut.ac.ir

Soheili, A.*

(Numerical Analysis)

Department of Applied Mathematics,

Ferdowsi University of Mashhad, Mashhad.

e-mail: soheili@um.ac.ir

Taghizadeh Kakhki, H.**

(Operations Research)

Department of Applied Mathematics,
Ferdowsi University of Mashhad, Mashhad.
e-mail: taghizad@math.um.ac.ir
Toutounian, F.*

(Numerical Analysis)

Department of Applied Mathematics,
Ferdowsi University of Mashhad, Mashhad.

e-mail: toutouni@math.um.ac.ir

This journal is published under the auspices of Ferdowsi University of Mashhad

* Full Professor

** Associate Professor

We would like to acknowledge the help of Narjes khatoon Zohorian in the preparation

of this issue.



Letter from the Editor in Chief

I would like to welcome you to the Iranian Journal of Numerical Analysis
and Optimization (IJNAO). This journal is published biannually and sup-
ported by the Faculty of Mathematical Sciences at the Ferdowsi University
of Mashhad. Faculty of Mathematical Sciences with three centers of excel-
lence and three research centers is well-known in mathematical communities
in Iran.

The main aim of the journal is to facilitate discussions and collaborations be-
tween specialists in applied mathematics, especially in the fields of numerical
analysis and optimization, in the region and worldwide.

Our vision is that scholars from different applied mathematical research dis-
ciplines, pool their insight, knowledge and efforts by communicating via this
international journal.

In order to assure high quality of the journal, each article will be reviewed
by subject-qualified referees.

Our expectations for IJINAO are as high as any well-known applied mathe-
matical journal in the world. We trust that by publishing quality research
and creative work, the possibility of more collaborations between researchers
would be provided. We invite all applied mathematicians especially in the
fields of numerical analysis and optimization to join us by submitting their
original work to the Iranian Journal of Numerical Analysis and Optimization.

Mohammad Hadi Farahi



Contents

High order immersed interface method for acoustic wave
equation with discontinuous coefficients . . . . . . ... ... ..
J. Farzi and S. M. Hosseini

Numerical solution of stiff systems of differential equations
arising from chemical reactions . . .. ... ... ... .. ... ..
G. Hojjati, A. Abdi, F. Mirzaee and S. Bimesl

A numerical technique based on operational matrices for
solving nonlinear integro-differential equations . . ... .. ..
A. Golbabai

Solving an inverse problem for a parabolic equation with a
nonlocal boundary condition in the reproducing kernel space
M. Mohammadi, R. Mokhtari and F. T. Isfahani

An approximation method for numerical solution of
multi-dimensional feedback delay fractional optimal control
problems by Bernstein polynomials . . . . . . .. ... ... ...
E. Safaie and M. H. Farahi

A successive iterative approach for two dimensional nonlinear
Volterra-Fredholm integral equations . . . . . .. .. ... .. ..
A. H. Borzabadi and M. Heidari

57






Iranian Journal of Numerical Analysis and Optimization
Vol 4, No. 1, (2014), pp 1-24

High order immersed interface method
for acoustic wave equation with
discontinuous coefficients

J. Farzi* and S. M. Hosseini

Abstract

This paper concerns the numerical solution of the acoustic wave equation
that contains interfaces in the solution domain. To solve the interface prob-
lems with high accuracy, more attention should be paid to the interfaces. In
fact, any direct application of a high order finite difference method to these
problems leads to inaccurate approximate solutions with high oscillations at
the interfaces. There is however, the possibility of deriving some high order
methods to resolve this phenomenon at the interfaces. In this paper, a sixth
order immersed interface method for acoustic wave equation is presented.
The order of accuracy is also maintained at the discontinuity using the jump
conditions. Some numerical experiments are included which confirm the or-
der of accuracy and numerical stability of the presented method.

Keywords: Interface methods; High order methods; Lax-Wendroff method;
Discontinuous coefficients; Jump conditions.

1 Introduction

In this paper we develop a class of high order numerical methods for wave
equations with discontinuous coefficients. The class of interface problems in-
volves many problems of real world applications in Science and Engineering,
such as Seismology, Ocean acoustics, and Electromagnetic. A nave imple-
mentation of high order methods fails to achieve high order accuracy and
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produces some spurious oscillations (Gibbs phenomenon) near the disconti-
nuity. There are several approaches to deal with such a problem of accuracy
loss. An efficient method for the simulation of these equations should be
able to reduce dispersion and dissipation errors in the propagation of the
solution [16]. Many researchers are interested in high order methods for hy-
perbolic problems. Long time behavior of the solution of these problems is
an important challenge to the numerical simulation of such problems.

A good deal of literature exists on the numerical solution of interface
problems. Two traditional methods are adding viscosity to the problem and
using flux limiters [5]. A recent approach is using essentially nonoscillatory
(ENO) or weighted ENO methods [6]. We distinguish the interface methods
in two sets with or without use of jump conditions. The first set consists
of those methods, such as the recent works of Gustafsson and his coworkers
[3, 4] and Leveque [8] that do not impose jump conditions in the formulation
of the numerical solution of these equations. These methods are based on
shock capturing methods and Riemman solvers for conservation laws. The
second set, whose history goes back to the pioneering work of Peskin [11] for
the simulation of blood flow in the heart, consists of those methods that use
some sort of jump condition in their formulation. In fact, to achieve high
order results, it is recommended to use a special high order method in the
vicinity of the discontinuity. Derivative matching methods is a related issue
and have been developed by Driscoll and Fornberg [1] for one and two di-
mensional Maxwell equations and followed by many others researcher such as
Zhao and Wei [19], which derived a derivative matching approach based on
the FDTD schemes for Maxwell equations. This scheme is based on fictitious
point method and in a vicinity of the interface they introduce original points
in one side and ghost or fictitious points (unknown values) in the other side
of the interface. Using the derivative matching conditions the values at the
ghost points are evaluated. The emphasis in this paper is on the second set of
methods that use physical jump conditions at the interface which are usually
easily accessible from the physical properties of the problem. Therefore, we
perform the numerical solutions to satisfy these jump conditions. The im-
mersed interface method (IIM) considers a standard method for the regular
points and imposes a new method for the irregular points to update the solu-
tion at the next time level with the same accuracy as the standard method.
The implementation of this new method requires the solution of several small
linear systems to obtain coefficients of the difference method on the irregular
points, without imposing any significant computational cost on the calcula-
tions. The explicit relations between two media (in heterogeneous media)
through jump conditions eliminate the role of the fictitious points and there-
for, this method attains the high order results without ghost points. There is
a related class of methods, known as simplified immersed interface methods,
that modify explicitly the numerical values at the irregular points [12, 17].

The immersed interface method has been discussed for various kinds of
partial differential equations and its implementation to many real world ap-
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plications has been successful. A full review of this method for interface
problems of parabolic and elliptic type is available in the recent book of Li
and Ito [10].

In this paper, a sixth order method for the acoustic wave equation with
discontinuous coefficients is presented. This higher order method in some
sense is an improvement on the works of Zhang and LeVeque [18] and Farzi
and Hosseini [2]. There are several methods for the simulation of the time
evolution for the wave equation. The Lax-Wendroff method is a simple time
discretization method for implementation. However, to reduce possible dis-
persion and dissipation errors one can invoke TVD and WENO methods to
avoid oscillations near the discontinuity [6, 9]. In this paper, we consider
a coupled application of Lax-Wendroff and the immersed interface method
on the interface. The contribution of this paper is given in the next sec-
tions. The extension of this method to any order is direct and is given in
Section 4. The stability analysis and implementation of the method for two
dimensional problems is presented in Section 5. Physical jump conditions are
demonstrated for the one dimensional acoustic wave equation.

The explicit and closed form discretization formula is obtained in Section
2. The theory and numerical results are also developed for piecewise smooth
coefficients (Sections 3, 4 and 5). The numerical results reported in Section 5
confirm the efficiency of the method to approximate the solution with a well
presented behavior of wave propagation and also a high order accuracy at the
interfaces. The long time behavior of the method is illustrated by Test prob-
lem 3 in numerical results. The order of the new immersed interface method
is justified in Test problem 4 with numerical order of accuracy. Numerical
stability of the method is addressed in Test problem 5.

2 Acoustic Wave Equation

Let u(x,t) and p(x,t) be the acoustic velocity and acoustic pressure, re-
spectively. Then the one-dimensional wave equation can be written as the
following model problem

U, + AU, = 0, (1)

v = (1), aw=(04). @)

and A(x) is a function of position consisting of physical quantities such as
density p(x), sound speed c(z) and k = pc?. We first focus mainly on prob-
lems in which the density and sound speed are piecewise constant functions
and have a jump discontinuity at the point z = «, which we call the interface,

where,
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(0, {(”_’C_” z<a, (3)

(pT,ct), x> a,

Then application of our formulation for problems with more general piecewise
smooth coefficients will be addressed. Typical applications in which this
assumption is appropriate include long range underwater acoustics, various
seismological problems as well as electromagnetic problems. Throughout the
paper we use the symbol A1 for A(z) with z > « and A~ for A(z) with
z < a. The same meaning will apply to other matrices.

In this part, we derive a high order method for this equation and we
postpone the treatment of the nonsmooth solution at the interface to the
next sections, where we discuss and derive jump conditions and give an ap-
proximation that extends the high accuracy of the solution, obtained for the
smooth regions, to the interface. At the left or right of the point of dis-
continuity we can use any standard method. The Lax-Wendroff method is a
simple time evolution explicit method for implementation which uses the val-
ues at the current time level and does not need any knowledge of previously
calculated values. This method is based on Taylor series expansion in time
and substitution of the time derivatives with space derivatives using (1). We
consider

2 92
U(xj’tn-‘rl) ~ U('rjvtn) + %%(xj>tn) + %%T[;(x]”tn)
k3 03U k* 0tU k5 05U
+§ﬁ(l‘j7tn) + EW(%A%) T
kS o%U
6! Ots

(@j,tn) (4)
(xj> tn)

where k is the length of the time steps. Replacing the time derivatives by
the space derivatives and discretizing the space derivatives we get

1 1
Uy tnyr) = Ul tn) — fk’AJ‘Qél)U(%tn) + ngC?QéZ)U(%atn)
1
T3

1 5 1
—gkf’c;*AjQé U (2, tn) + akﬁc?Qéﬁ)U(xj,tn),

1
HSAQPU(,t) + 1k QU (1) (5)

where A; = A(x;) and ¢; = ¢(x;), ,(,Q) is central difference formula of order

p for % [5] and we have used the relation A2 = ¢2I, in which I is the 2 x 2
identity matrix.

Substitution of Q,(,q) as explained in [2], which deals only with the advec-
tion equation, gives a fully discretized representation of the acoustic equation
by the following matrix-vector equation
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+1 _
Ut =07 + ) 15Uty (6)
1=1
where the T';;’s are two by two matrices (coefficient matrices) and can be
expressed as
Lji=wAMNA+ (4 -DI), 5,0=1,2,...,7, (7)
with
wy = FA((2 - N2c?)? = N2,
1
=A

(3= A%c?)? —4N2?),
w3 = —(%)\ 7—\2c%))?,
(

and wy = wy,wg = wa, w5 = wy. h is the spacial grid step length and A\ = %

In fact, the high order derivatives are not valid at the interface and con-
sequently the obtained results are of first order or even less. A detailed
discussion of this phenomenon of losing the accuracy has already been pre-
sented by Sei and Symes [14]. So, obviously, on each side of the discontinuity
of A(x) the method is of order six for the acoustic equation, while at the grid
points near to the discontinuity the method fails to maintain this order of
accuracy.

More precisely, suppose that the interface lies between two adjacent grid
points with indices J and J+1, i.e. x5 < a < x 41, then this method works
well at those grid points at which all the required points to update them
are located completely on the left or right of the interface, but it fails to be
accurate at the grid points (irregular points) J —2,J —1,...,J + 3. So, we
need a new scheme to maintain the same order of accuracy at these irregular
points.

For a general piecewise smooth coefficient problem we can derive the same
method, but in this case the derivatives of the coefficient A(x) will come into
the difference equation. It should be noted, however, that the coefficient ma-
trices are not as simple as those appearing in (7), but we can follow the same
procedure to provide a sixth order method for this case as well. Here with
an efficient derivation of these formulas we can save more in computations.
In the following, we present the time derivative approximations in (4) and
approximations of the corresponding space derivatives
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(U ~ —AQg U},

(U )n ~ B 1)Q(1)Un + B®@ Q(Q)Un

(Une)} ~ COQS 1)Un c@QPur + c®QPur,
(

(

S

Utttt)n ~ D(l)Q(l)Un +D(2)Q 2)U'n +D(3)Q(3 Un 4 D(4)Q(4 Un
Uttttt)n ~ E(l)Q(l Un +E(2)Q(2 Un +E(3)Q Un T E(4)Q 4)Un
+E®) Q(5)Un
(Useeen)? = 1>Q(1)U” +FOQPUr + FOQPUr + FOQUr
+F 5)Q(5)Un + (6 Q(G)Un

where,
BW = A4,
B = A2,
c) =_BWA — B@) 4",
C? =_BWA_2B@ 4

Cc® — _B®@ 4,

D) — C«(l)A/ C(Q)A// _ C«(B)A///7

D® = —CcWA 204" —300) A"

DB = CPA 3004

DW= _-CcB®A

E1) — _D(l)A/ D@ A" — DB g _ D(4)A””,

E®@ = _pWg_2p@ 4 _3DB) 47 _ (4)A///’

E®) = _D@A_3D® A" —6DW A",

E@W = DB A —4D@ A7,

E®) = _DWY,

FO — _EM A — E@ A" — EG) g — g4 g1 E(5)A/////7
FQ = _EMA_9o2g@ A _3EG) A" _ 4E® A" _ 5E(5)A////7

FG) = _E@A_3EGA —6EW A" —10EG) A,
F& = _EC)A _4E® A — 10E®) A",

F0) = E<4>A —5EG A,

F©) — _FG) 4.

A similar standard method has been addressed by Qiu and Shu [13], in which
the finite difference WENO schemes with Lax-Wendroff time discretization
for solving nonlinear hyperbolic conservation law systems was developed. It
uses a WENO scheme instead Qél) in (8) and proceeds to the final formula-
tions.
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3 Jump Conditions

We study the jump conditions for a piecewise coeflicient problem and then
consider a general variable coefficient wave equation. A test problem for this
case is also given in the section on numerical results.

3.1 Piecewise constant coefficient

In this section we introduce some jump conditions to serve as a tool for
developing a new method for the irregular points. By irregular points, we
mean those grid points that in the process of updating to the next time level,
use grid points on both sides of the interface. If the interface x = « lies in
the interval (z 7,2 741) then the irregular points for the given method (6) are
the grid points J —2,J —1,...,J+ 3. So, there exist six irregular points and
the method (6) fails to be accurate at these points.

For the acoustic wave equation we impose the jump conditions [u] = 0
and [p] = 0 that can be denoted by a single statement

[U] = 0. 9)

Using these conditions and the wave equation (1), we obtain the following
relations at the interface [12],

Ut 1) OU(a—,1)
'~ =D ’ =0,1,2,.... 1
aiCk k axk ) k 07 y 4y ( O)
where,
D — (Z)Qk 10 D _ (Z)Qk % 0
2k T 0 1 ) 2k+1 i O 5;

3.2 A general piecewise smooth coefficient

For a general piecewise smooth coefficient, by using again the condition [U] =
0 and imposing the relations [U;] = 0,.. ., [Ust] = 0, we obtain
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U =0,
UJr —QzU +Q3 o

a:a:l Q4U +Q5 +Q6 TTT

acgcac:c Q7U + QS cx T QU zTT + Q1oU. TTTT (11>
U;xrzm QllU + Q12 vz T Q13 TTT + Q14 zzze T Q15 TTTTT)
Uxtcmzzz QlGU— + Q17 vz T le zzz T Q19 czze T QQO TTTTT

+Q21Usz 0000
where
Q1 =-GA™,
Q:=c*(-BYGa+BY),
Qs = GzB(2)

Qi =G3(— le +c —cqy),

Qs = G3(—CPQs + C),

Qs = G3C(3

Qr = GA(~ Dtcz +D;’ f@;—Df)Qz),
Qs = G(=D)Qs = DY'Qs + D),

Qo = GH~DPQs + DY),

Q0 = G*DY

Qu =G (-EYQ - EPQ ~ EYQu — EYQr + EY), (12)
Qi2=G*(-E ”Q ~EDQ; ~ BVgs+ EP)

Qua = GP(~EPQs - EVQ + EP),

Qu=G*(—E ( Quo + E(4))

Q15 = GOEP )

Quo = CFQ, — FQu = FOQu — FOQ; — FPQy, + 1)
Qur = G(~FPQu - FYQs ~ FQs — FQua + F¥)

Qs = GO(=F) Qg — Ff‘)Qg — FPQus + FY)

Qio = C°(~F"Quo — F'Qui + FY)

Qo = G(~FQus + FI?)

Qo1 = GSFY

where G = (—AT)~! and the other matrices have already been introduced in
previous sections.

4 Approximation at the interface for acoustic equation

We first investigate the approximation of the solution at the irregular points
for the case of piecewise constant coefficients. At these points we impose the
same method as (6) and let the coefficients to be determined appropriately.
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Then we obtain seven unknown 2 x 2 matrices to maintain the sixth order
accuracy of the method. The details are presented at z; and a similar ar-
gument is also applied to the other irregular points. The symbol J indicates
a fixed number corresponding to the interval (x;,x;4+1) that contains the
interface a.

Theorem 4.1. If the coefficients of (6) satisfy the following linear system of
equations

4 7
ZOLuI‘J,z + ZailrJ,lDi =F, (i=0,1,...,6) (13)
=1 =5
where,
ail—(%)i, (i=0,1,....6, 1=1,2,...,7) (14)
F7 = (a1a — M) = aly, i=0,1,...,6. (15)

then, the method (6) is of order 6 at the irregular point x ;.

Proof. To prove this result we consider the local truncation error at x; up
to sixth order

T =
[~

1 1 1 .
L= 50U 41-4 + (AU, — ik:AQUm + BkQASUmx - ﬂk“A“Umm
=1
1 4 45 1 546 6

Using the relation A% = c2I we get

7
— 1 1 2 1 2.2 1 3 4
L= A s F],lUj+l—4 + (AU’I' 2]{36 UT’I' + 6k & AU’I"I"E 24k & UT’I"I"E
+ik4c4AU ~ Ly ) + O(k%) (17)

Now to proceed with the proof we need to expand each term of (17) up to
sixth order about x = «. To this end, we distinguish two sets of points in
first summation

1

_ _ 1 _ 1 _ _
Uj+l—4 =U"+ TlUm + irlerz + ETZBUrxz + ﬂr?Uzzmr
1. 1 g
—U, —rU, 1<i<4 18
+120Tl TTTTT + 720’)"[ TTTTTT? =0 = ( )
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7“l D3U + D4U_

rrx Trrxr

1
Ujyi—a = DoU™ + 1D U, + 57“12D2U + 5

1 1
- - << 1

where U™ = lim,_, - U(z,t), and
TN =xj—44] — &, (ZZI,Q,...7).

Note that we have used the jump conditions (10) in (19). If we substitute
(18), (19) and similar expansions for other terms into (17) we obtain L as a
function of U™, U, , UL, Uz, Usowws Uswws @0d U0 Therefore, to
achieve sixth order accuracy we have to force the coefficients of these terms
to be zero. These systems of matrix equations are exactly the same as (13),

(14) and (15). O

In theorem 4.1, the unknown 2 x 2 matrices I'y;,l = 1,2,...,7 will be
obtained by solving the linear system (13). These linear systems can be
easily converted to some lower order linear systems. As the matrices Dy,
j = 1,...,7, are diagonal it is possible to decouple these systems to four
7 x 7 linear systems; e.g., the first 7 x 7 linear system determines the scalar
unknowns (I'y;),;,0 = 1,2,...,7. In fact, because of this property, there
are only two different coefficient matrices in these four systems of linear
equations. These properties are valid at all irregular points. It should be
mentioned that in the tested numerical problems we did not get any ill-
conditioning warning due to the coefficient matrices. On the other irregular
points similar relations can be derived. So, at the grid point J—1 one obtains,

5 7
S aaly i+ aaly 1 Di=F7,  (i=0,1,...,6)
=1 =6
where,
8
;= (E —1)% (i=0,1,...,6, 1=1,2,...,7)

At the grid point J — 2 we have

ZailrJ—2,l + a2, D; = F;, (i=0,1,...,6)
=1
where,
8 .
== (=016 1=12...7).

At the grid point J + 1 we have
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3 7

Yol D + Y aalsa =F o (i=0,1,....6)
=1 =4

where,

ail:(%—l—l)i, (i=0,1,....6, 1=1,2,...,7).

At the grid point J + 2 we obtain

7

2
Z oyl jio Dt + Z ol jy2 = Fi, (i=0,1,...,6)
=1 1=3

where,

ail:(%—|—2)i, (i=0,1,....6, 1=1,2,....7).

At the grid point J + 3 we have

7

il yy31D; " + Z ol yys0 = F;", (t=0,1,...,6)
=2

where,

= (%+3)i, (i=0,1,....6, 1=1,2,....7).

The given formulation of the immersed interface method demonstrates the
possibility of the direct extension of these relations to higher orders. The
closed form formulas for right hand side matrices (15) are valid for lower
and higher order formulations. For higher order methods a4 should only be
replaced with a new one; for example, this element for fourth order method
is ai13. The proof of the following theorem is similar to Theorem 4.1 and so
we omit it.

Theorem 4.2. If the coefficient matrices of (6) satisfy the following system
of matrix equations

m M+1
@il D'+ > aaly =F,  (i=01,...,M—1)
=1 l=m+1

where for j < J, Ff = F, D™Y and for j > J + 1, Ff = F,". Then, the
method (6) gives a Mth order approximation of the solution of (1) at irregular
grid x;.

Now we extend Theorem 4.1 to the case where the coefficients are piece-
wise smooth. The local truncation error for a general piecewise smooth co-
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efficient at x; can be represented as follows

7
EZ IUjti-4a

( (1)U + kT(2 Ugcgc + kQT(B)Uxx:c + kg zxaca:

—_

J
where

70— _a4 Ypo Lo L Lape L 1 pape o L s
2 6 24

120 720 ’
1 1 1 1 1
T? = ZB® 4 2@ L —2p@) L _— 3@ 4 _— p4p?2)
2 + 6 + 24 + 120 + 720 ’
1 1 1 1
TG = Z0®) —kD(B) —— k2E®) 4 _— 3p®)
6 * * 120 * 720 '
1
7@ — — pM) kE(4) iy 23 AC))
24 * 120 * 720
1
76— L pe L ppe
120 * 720
70 — L pee)
720

To obtain a sixth order method it is required that the matrices I';; satisfy
the following linear matrix system

4 7
> ail+ Y Qi =Ry, i=12,...,T. (20)
-1 =5
where
QU =1,
QY = Q)+ SriQa+ 12Qu + P Qr i Qu + o Qug
2 6 24 120 720 ’
1 1 1
QP = Q3+ 3" + *7‘2628 + *07“13@12 + 360” [ Qur,
1
QWY = Q¢ + 47‘1Q9 + = 20 Q13 + 120Tl P Qus,

QP = Qo + TlQ14 + 7‘; 7 Q9.
1

QD = Q5 + 67“1@20,

QY = Qa1

and
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R, =0,

Ry = vTW,

R3 = 2vay 4TW + 2,273,

Ry = 3vag  TW + 617y 4T + 65T,

Rs = dvaz . TY + 120209 4T + 24030 4 T® + 2404TW),

Rg = 5wy sTY + 20020y 3kT@ 4 60030 o T® 4 12003y , T® + 1200476,

Ry = 6vas sTY + 300204 4 TP + 1200° a3 4T + 3600*ag s TV
+7200° 1 s T + 720057,

We note that the matrices Q" are diagonal 2 x 2 matrices and it is possible

to solve the linear systems (20) in a similar way as discussed before.
At the irregular point z ;41 we have

3 7
> ail QU+ il =R, i=1,2,...,7.
=1 1=4

where

Qoo 1,

Q(Q,l) _ Q—l + lrlQ—l + 17"2@_1 4 ir3Q—1 + LT4Q_1 4 LTSQ—I
1 2 2 6 l 4 24 l 7 120 l 11 720 l 16 »

A _ 1 _ 1 _ 1 _ 1 _

QP = Q3+ 3mQ5 + rTQs T + i Qe + 357 Qs

. _ 1 _ 1 _ 1 _

QWY = Qg+ ZT?QQ "t %7’12@131 + mrf’ngl,

. _ 1 _ 1 _

OBD — Qlol + ngQMl + %T?Q1917

~ _ 1 _

Q(G’l) = Q151 + grleol,

™ = g5

Similar formulae can be deduced for other irregular points.

5 Numerical Results

In this section, some test problems are given to show the efficiency of the
derived high order method. The simulation results are given for different
cases. The test problems Test 1 and Test 2 illustrate general behavior of the
solution of the acoustic wave equation at the interface. Also, the numerical
results of the test problem Test 4 ( in two cases 4-1, 4-2) are given for the
acoustic wave equation with piecewise smooth coefficients. The parameter



14 J. Farzi and S. M. Hosseini

values, the function f(x), and the CFL number are clearly specified in each
test problem. The numerical order of accuracy and L; and L., errors are
reported for the test problem Test 3, see Table 1, which verifies numerically
the long time behavior of this approximation. The test problem Test 5 shows
the numerical stability of the method. The computational cost for the calcu-
lation of the coefficient matrices at irregular points is independent of N, the
number of spatial grid points in the discretization. The coefficient matrices
can be computed in a couple of milliseconds on a desktop computer.

The numerical results are given for the following acoustic wave equation

problem [3]:
fr<a:
1 r—« pICl — PrCr Tr—«
u(z,t) = —(f(t— + t+ )
(@.6) = (e = )+ DA g 4 )
T— PICL — PrCr T—
p(z,t) = f(t — — ft+ , 21
(@%) ( a ) pici + prcy ( a ) 1)
and if a <z :
) _
u(w,t) = ————f(t - ),
picr + prer Cr
2prcy Tr— o
r,t) = —— — , 22
p( ) pICL +prc7‘ Cr ) ( )

where, f(z) is a smooth function.

Test 1: In this test, we consider f(z) = e~200@*=1/2)* anq the parameters
are chosenas a =0, py = —1,p, = —1.5, ¢, = 1, ¢, = 0.5. Figures 1 and
2 illustrate numerical and exact solutions for v and p with N = 320 and
CmaxA = 0.8. There are two gaussian pulses going to the right and a
pulse hits the interface and then transmits with a generated reflecting
pulse. The CFL number in this case is about one and there is no
spurious oscillation.

Test 2: In this test, problem we consider a rather high frequency function
f(x) = sin(30x) with parameters o = 0, p; = 0.5,p, = 1.0,¢; =
0.8,c¢, = 1.0. Figures 3 and 4 illustrate numerical and exact solutions
for v and p with N = 320 and cpaxA = 0.8. After hitting the interface
the magnitudes of velocity and pressure are changed.

Test 3: To illustrate the long time behavior of this method, we consider

the jump f(z) = sin(mx), as initial data for acoustic equations with
a = 7, and the same parameters as in Test 2. The numerical results
are reported in Table 1 for several values of N at ¢ = 50w. The nu-
merical order of accuracy and L; and L, errors are presented in this
Table in which LaxW-IIM denotes the Lax-Wendroff immersed inter-

face method.
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It is well known that a typical high order method provides first order
results for interface problems[14, 15]. In Table 2, we show the result
of eliminating of jump conditions and using the high order numerical
method (6) without interface treatment. We can clearly see that the
results are at most first order.

Table 1: (Test 3) The L1, Loo errors and the numerical order of accuracy for LaxW-ITM
method over the whole interval and the same quantities at irregular points for f(z) =
sin(wz) at ¢ = 507 are reported

N LaxW-IIM Irregular points

Ly error  order Lo, error order Ly error  order L., error order
15 8.37E-001 1.56E-001 2.44E-001 1.06E-001
30 4.03E-002 4.17 3.32E-003 4.89 6.92E-003 4.89 1.81E-003 5.58
60 1.11E-003 5.06 4.14E-005 5.46 1.43E-004 546 3.05E-005 5.75
120  3.05E-005 5.12  5.26E-007 5.85 2.37TE-006  5.85 4.42E-007 6.04
240 8.90E-007 5.07 7.18E-009 5.98 3.67E-008 5.98 6.54E-009 6.04

Test 4: In this test, problem we consider two variable coefficient problems.

Let us define a general form of the variable coefficient,

(p(2), ()

{ (b~ + frilx),c” + q1(x)), x < a,
(pT + fo(x), ¢ + g2()), z > .

(23)
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Table 2:
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u(x,0.8)

e
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p(x,0.8)

Figure 2: Test 1: Numerical(.) and exact(-) solutions for v and p at t = 0.8
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(Test 3) The L1, Lo errors and the numerical order of accuracy for method

in equation (6) over the whole interval and the same quantities at irregular points for
f(x) = sin(wz) at t = 507, without interface treatment, are reported

N LaxW-IIM Irregular points

Ly error order L error  order Ly error order L., error  order
15 7.91E4-000 2.35E+000 5.17E+000 2.35E+000
30  3.84E+000 0.99  8.60E-001 1.57 1.65E4+000 1.57  8.16E-001 1.45
60 4.19E4000 0.12  3.56E-001 1.14 7.33E-001 1.14  3.56E-001 1.17
120  4.29E+000 0.03 1.84E-001 0.92 3.84E-001  0.92 1.84E-001  0.94
240  4.33E4000 0.01 9.24E-002  0.97 1.95E-001  0.97  9.24E-002  0.99

where f1, f2, g1 and go are arbitrary and smooth functions which vanish
at x = o and p~,pT,c” and c¢T are constants.

To illustrate the behavior of the numerical solution near the interface,
we consider the following two sets of functions and we show the numer-
ical quality of solution for the first set through some figures and for the
second set of functions Table 4 is given in which the order of accuracy
is reported numerically.

1. The first coefficient set:
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u(x,2.5)
o

-1 -0.5 0 0.5 1

X
Figure 3: Test 2: Numerical(.) and exact(-) solutions for u at t = 2.5

p(x,2.5)
o

-1 -0.5 0 0.5 1
X

Figure 4: Test 2: Numerical(.) and exact(-) solutions for p at t = 2.5

fi(z) = (z + D) sin(z — «a), (24)
gi(z) = (z+ 1)(z — o),

fa(x) = (z — 1) sin(z — a),

g2(2) = (= 1)z — ).

fi(z) =0, (25)
g1(x) =0,

fa(z) =0,

g2(z) = —6(85%r —1).
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Table 3: Jumps in the coefficients of Test 4-1

k] P00) [ P00 [ 6P 0) [ 6200 [ p® ) [ p®0F) [ ®o) [ Mo
0 0 0 0 0 0.5 1 0.8 1

1 1 -1 1 -1 1 -1 1 -1

2 2 2 2 2 2 2 2 2

3 -1 1 0 0 -1 1 0

4 -4 -4 0 0 -4 -4 0 0

5 1 -1 0 0 1 -1 0

The parameters for the first set are the same as in Test 2 and for the
second one we consider ¢~ = 1,¢T = #,p‘ =1, pt = —6. The
details of the jump discontinuities of the first coefficient set (24) are
reported in Table 3. From Table 3 it is clearly seen that the first order
derivatives of p and ¢ are discontinuous and since c¢ is a polynomial, its
higher order derivatives become zero while the higher derivatives of p
are discontinuous.

Figures 5 and 6 for (24) illustrate the quality of the numerical solutions
for v and p with N = 320 and c¢paxA = 0.8. This behavior confirms
that the method has been able to successfully capture the solution near
the interface without any spurious oscillations.

The numerical order of accuracy and errors for (25), the second coeffi-
cient set, has been shown in Table 4 for the final time ¢ = 0.5 with the
following initial data,

2e % —e® <0, 2e % 4+e*, <0,
U(ZL'70) = {60.836 x>0 p(x,O) = {3623: x> 0. (26)

It should be mentioned that the results of Table 4 have been obtained
by implementing our formulations with exact coefficients, confirming
that the true order of accuracy of the presented method for this type
of coeflicients is also 6. Since the computation of jump conditions for
the case of piecewise constant coefficients is simple, in practice one
might prefer to use some approximation of the exact coefficients in the
implementation.

Since the obtained approximation is close to the exact coefficient, the order of
accuracy of the numerical results obtained by the method of this paper should
be closer to the true 6t order. We have examined the presented method
using best uniform approximation of degree zero for the coefficients near the
interface and we obtained an order of accuracy of at least 2. We expect
to get a solution of higher order of accuracy if the best uniform polynomial
approximation of a higher degree is used.
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Figure 5: Test 4-1: Quality of the numerical solution for u at t = 2.5
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Figure 6: Test 4-1: Quality of the numerical solution for p at t = 2.5
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Table 4: (Test 4-2) The L1, Lo errors and the numerical order of accuracy for LaxW-ITM
method

N U P

Ly error  order L., error order Ly error  order L., error order
16 2.45e-006 - 1.35e-006 - 2.66e-005 - 1.35e-005 -
32 2.52¢-007 3.28  3.10e-008  5.45 9.21e-007  4.85  2.76e-007 5.61
64  9.69e-009 4.70 4.71e-010 6.04 2.80e-008  5.04  5.09e-009 5.76
128  3.26e-010 4.89 7.10e-012  6.05 8.94e-010 4.97 8.74e-011 5.86

256 1.15e-011 4.82 1.15e-013 5.94 3.09e-011  4.85 1.49e-012 5.87

5.1 Numerical stability

A general stability analysis has no direct answer for the given method. Von
Neumann stability analysis does not work in this situation, because the co-
efficients change in a nonsmooth way. So, we are left as an open problem
verifying stability using either the energy method or the GKS theory [3, 7].
But here we illustrate the numerical stability of the method through some
numerical experiments. The long time behavior of the method, which is very
important factor in real problems has been illustrated for Test 5. The results,
also, justify the order of accuracy of the method. In this experiment, we have
considered several examples of random initial conditions and reported their
results in Figure 7. In this figure the norm of the solutions v and p are given
versus %, showing that they do not increase proportional with % So, our
method does not show instability, because a relative growth of the solution
with respect to this factor is a sign of instability [7].

A Von Neumann stability analysis with frozen coefficients provide a rea-
sonable results on the choice of the Courant number. The influence matrix
for stability analysis is the following block toeplitz matrix

I + F4 F5 FG F7
F3 I + F4 F5 Fg F7
Iy I's I+T4y TI's TgIs
I, Ty T3 I4+T,T5T6T,

I';
Is

e T T Ty
[y To T3 T4y

Note that with frozen coefficients, the coefficient matrix A(z) is independent
of o and therefor the coefficient matrices I';; are independent of j and we
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eliminate this index for simplicity. For linear stability the eigenvalues of G
should lie in the unit circle in the complex plane. We numerically locate the
eigenvalues of G. This matrix depends on A(x) and A. Therefor we report
the stability results for several values of these parameters.

Table 5: The norm of eigenvalues of influence matrix for different values of parameters.
The letter p denotes the periodic boundary conditions

A c P p(G)  p(Gp)
1.000 1.000 —1.000 0.543 1.500
2.000 0.500 —1.500 0.554 0.658
1.250 0.800 0.500 0.837 1.187
1.000 1.000 1.000 0.558 1.500

We remark that the boundary conditions have important role in the sta-
bility of the problem. In the case of frozen coefficients, i.e. A(z) = AT or
A(xz) = A, the results are shown in the Table 5. In this case we can choose
A large enough for different values of A(x). While, a comparison between
different rows of this table shows that in general the eigenvalues are nonde-
creasing with variation of parameters. Therefor, for nonsmooth coefficients
that the situation is more complicated, the inequality max,{|c(z)|,1}% < 1
is a reasonable criteria and numerical tests confirm that this criteria in our
test problems.

Test 5: In this test we consider an initial condition u(z;,0) = .7%3-6*6(1]%&)2
and v(z,0) = 2u(x,0), where R; are uniformly distributed random
numbers in the interval [0, 1]. This example is a variant of a similar one
dimensional case in [7]. The parameters are ¢; = 1.0, ¢, = 0.5, p; =
2.5, pr = 10.0, N = 1000 and cpaxA = 0.99. The results are given
in Figure 7, which is a typical test among many other tests. There
are no noise generation visible near the interface and the norms of the
solutions do not grow with %

5.2 Two dimensional problems

Implementation of high order interface method for two dimensional acous-
tic wave equations requires high order jump conditions on the interface. In
most applications the standard jump conditions are available in the litera-
ture. Such jump conditions are usually given in the normal and tangential
directions to the interface. Therefor, we need to define a local coordinate in
a typical point on the interface to obtain the required approximations at the
interface(see Figure 8). This is done after transformation of the equation to
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Figure 7: Test 5: The norm and the solution after a long time

the new local coordinate system in & —n plane. The same formulation in one
dimensional case will direct us to the set of equations to be solved for the 2D
and 3D cases.

6 Conclusions and discussions

In this paper, we have presented a sixth order immersed interface method for
acoustic wave equation with discontinuous coefficient. The effect of piecewise
constant and a more general piecewise smooth coefficients on the derived for-
mulations has been investigated. We have also provided different numerical
tests which confirm the efficiency of the method and justify their order of
accuracy and numerical stability. It should be mentioned that, using jump
conditions do not impose a considerable computational cost in the calcula-
tions and one should only solve some low order linear systems to obtain the
coefficients. In fact, the special treatment of the interface is a preprocessing
stage in the implementation of immersed interface method and without loss
of overall speed of computation it is also applicable in the parallel comput-
ers. In the numerical results, we applied the Lax-Wendroff method for time
discretization. However, the weighted essentially nonoscillatory(WENO) and
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Figure 8: Local coordinates in a two dimensional grid with a curve interface

the total variation diminishing(TVD) methods[6, 9] reduce the possible os-
cillations in the solution. These methods recently have been added to the
CLAWPACK software [9] for numerical solution of conservation laws.
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Numerical solution of stiff systems of
differential equations arising from
chemical reactions

G. Hojjati*, A. Abdi, F. Mirzaee and S. Bimesl

Abstract

Long time integration of large stiff systems of initial value problems, aris-
ing from chemical reactions, demands efficient methods with good accuracy
and extensive absolute stability region. In this paper, we apply second deriva-
tive general linear methods to solve some stiff chemical problems such as
chemical Akzo Nobel problem, HIRES problem and OREGO problem.

Keywords: General linear methods; Ordinary differential equation; Chem-
ical reactions; Stiff systems.

1 Introduction

Chemical reaction mechanisms often include individual steps with very dif-
ferent reaction rates. Mathematically, this means that the corresponding
ordinary differential equations (ODEs) are likely to be stiff, since the dif-
ferent components of the system have dramatically different time constants.
Moreover, these systems are often nonlinear [4].

In the last 40 years or so, numerous works have been focusing on the
development of more advanced and efficient methods for stiff problems. A
potentially good numerical method for the solution of stiff systems of ODEs
must have good accuracy and some reasonably wide region of absolute stabil-
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ity. A-stability requirement puts a severe limitation on the choice of suitable
methods for stiff problems.

Traditional numerical methods for solving an initial value problem gener-
ally fall into two main classes: linear multistep (multivalue) and Runge-Kutta
(multistage) methods. In 1966, Butcher [5] introduced general linear meth-
ods (GLMs) as a unifying framework for the traditional methods to study
the properties of consistency, stability and convergence, and to formulate new
methods with clear advantages over these classes.

On the other hand, one of the main directions to construct methods with
higher order and extensive stability region, is using higher derivatives of the
solutions, and some methods have been introduced that have good properties,
especially for stiff problems. See [7, 8, 9]. Although GLMs include linear
multistep methods, Runge—Kutta and many other standard methods, but
they were extended to second derivative general linear methods (SGLMs) to
cover second derivative methods, too. These methods were introduced by
Butcher and Hojjati in [6] and were studied more by Abdi and Hojjati in [1,
2, 3]. There are several interrelated aims in the use of such methods, such as
high orders and stage orders, high accuracy, low error constants, satisfactory
stability properties, such as A-stability or L-stability and low implementation
costs. In [3], the efficiency of SGLMs are shown by comparing the accuracy
versus stepsize and the number of function evaluations of SGLMs with those
of SDIRK methods. These advantages of SGLMs motivate us to apply them
for solving large stiff systems of initial value problems arising from chemical
reactions.

The rest of the paper is organized as follows. In Section 2, we recall the
basic concepts and theory of SGLMs. In Section 3, we introduce types of
SGLMs and give an SGLM of order 3. In Section 4, we apply the method
to solve some important initial value problems that arise from mathematical
modeling of chemical reaction and give numerical results, and the paper is
closed in Section 5 by concluding and giving ideas for future work.

2 A review on the SGLMs

In this section, we give a brief review of SGLMs for the numerical solution
of an autonomous system of ordinary differential equation

y =fy), y:R-R"  f:R™—=R™ (1)

These methods are characterized by four integers: (p,q,r,s) where p and
q are respectively order and stage order of the method, r is the number of
input and output approximations, and s is the number of internal stages. Let
yl = [Yi[n]]f=1 be an approximation of stage order ¢ to the vector y(z,—1 +
ch) = [y(xn_1+c;h)]5, and the vectors f(YI") = [f(Y;[n])}le and g(Y") =
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[g(Yi[n})]f:1 denote the stage first and second derivative values, where g(-) =
f'(-)f(-). The ¢;’s represent position of the internal stages within one step.
The vector ¢ = [c; co -+ cs]T is called the abscissa vector. Also, let denote
by y—1 = [211[7171}]{:1 and yI" = [y [n]] _, the input and output vectors at
step number n, respectively. An SGLM used for the numerical solution of

(2) is given by

Y[n _hzauf +h2zaug Y[] +Zumy[n 17 Z:]-aQa ) S,
(2)
W= B3 b +h2Zbug (v;") +Zv”y[” RS I ATRNS
j=1

where n = 1,2,--- N, Nh = T — x9 and h is the stepsize. We denote
A= a;), A= [aij] U [uiz], B = [bij], B = [bu] and V' = [v;j].

We now state the fundamental theorem on SGLMs.

Theorem 2.1 [1] The necessary and sufficient conditions for an SGLM to
be convergent are that it be consistent and zero-stable.

The derivation of order and stage order conditions for general p and ¢
is quite complicated. However, this analysis is quite simple for methods of
stage order ¢ = p. In this case, the order and stage order conditions can be
expressed conveniently using the theory of functions of a complex variable.
We have the following theorem on order conditions.

Theorem 2.2 [2] The SGLM (2) with
[n g tha Wy (z_) + ORPTY), i=1,2,---,r, t=0,1,

has order p and stage order ¢ = p if and only if

exp(cz) = zAexp(cz) + 2> Aexp(cz) + Uw + O(2F 1), (3)
exp(2)w = zBexp(cz) + 22 Bexp(cz) + Vw + O(2F11), (4)
where e = [e*, e, ... e%*|T and w = w(z) = Do a2,

The stability behavior of SGLMs is defined using the standard test prob-
lem of Dahlquist y'(x) = y(x), where £ is a (possibly complex) number. If
method (2) is applied to this problem, then the stability matrix is

M(z) =V + (2B + 2°B) (I—zA—zQZ)_lU, (5)
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where z = h€. If M(z) has only a single non-zero eigenvalue, R(z), then the
method is said to possess Runge-Kutta stability (RKS).

3 Types of SGLMs and an example

It is convenient to write coefficients of the method, that is elements of A, A,
U, B, B and V as a partitioned (s + r) x (2s + r) matrix

AlAlU
)
It is desirable to impose some restrictions on the matrices A and A to ensure
that the stages of the method can be evaluated independently and sequen-
tially [1]. Thus these two matrices will be chosen to be of lower triangular
form. Furthermore, to lower implementation costs we will assume that each
of A and A have constant diagonal elements. In [1] the authors by consid-

ering SGLMs in diagonally implicit multi-stage form, which the matrices A
and A have the lower triangular form

A 7
az A _ |Gz p

A= . .. ) A= . .. )
asla52"')\ 651652"'M

have divided SGLMs into four types, depending on the nature of the dif-
ferential system to be solved and the computer architecture that is used to
implement these methods. Types 1 and 2 are those with arbitrary a;; and
a;; where A = u =0 and A > 0, i < 0, respectively. Such methods are ap-
propriate respectively for nonstiff and stiff differential systems in a sequential
computing environment. For type 3 or 4 methods, A = A\l and A = pul, where
A=p=0o0r A >0, u <0, respectively. Such methods are appropriate for
nonstiff or stiff differential systems in a parallel computing environment.

Second derivative diagonally implicit multistage integration methods
(SDIMSIMSs) as a subclass of SGLMs have been introduced in [2]. They
are characterized by the following properties:

e Coefficients matrices A and A are lower triangular with the same pa-
rameters A and g on the diagonal respectively.

o Coefficients matrix V' is a rank 1 matrix with nonzero eigenvalue equal
to 1 to guarantee preconsistency.

e Order p, stage order g, number of external stages r, and the number of
internal stages s are all approximately equal.
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SDIMSIMs can be divided into four types according to the above classification

of SGLMs [1]. These four types, together with their intended applications
and architectures, are shown in Table 1.

Table 1: Types of SDIMSIMs with their intended applications and architectures

Type 1 A strictly lower triangular A strictly lower triangular nonstiff  sequential
Type 2 A — M strictly lower triangular A — pI strictly lower triangular stiff sequential
Type 3 A=0 A=0 nonstiff  parallel
Type 4 A=) A=pul stiff parallel

An SDIMSIM with p=qgq=3and r =s =2

We consider an SDIMSIM with p=¢=3,r=5=2,U =1 and V = ev?
for which ve” = 1. This method which has been introduced in [2], is A- and
L-stable. The abscissa vector of the method is ¢ = [0 1]7 and its coefficients
are given by the partitioned matrix

2 1

= 0 |-3 0 |1 0

55 2 _7r _1

27 5 27 2|0 1 (6)
2737 9 | __T_ 0o [ L1

2700 100 270 10 10

217 37 | 293 _31|9 1

2700 2700|540 540110 10

We apply this method to solve some important initial value problems which
exhibit stiffness and arise from mathematical modeling of chemical reactions.
Other efficient methods in this class can be found in [1, 2, 3].

4 Numerical solution of stiff chemical problems

In this section, we apply the method (6) on some famous chemical problems
to show its efficiency.
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4.1 Chemical Akzo Nobel problem

General information

This initial value problem is a stiff system of 6 non-linear differential equa-
tions. It has been taken from [10].

Mathematical description of the problem

The problem is of the form

dy
- 0) = 7
7 (), y(0)=yo, (7)
with
y e R, 0<t<180. (8)

The function f is defined by

—2r1+1r9o—1r3—1y4
—3r1i— 14— Srs + Fip
rT—1To+1s

—ro + 13— 2ry

o — T3+ 7T5

—rs

where the r; and Fj, are auxiliary variables, given by

ro=kioyboyi, k=187,
To = k‘g * Y3 - Yy, ]412 = 058,
rs = ?
ry=ks-y1-y;, ks=0.09,

“y1-ys, Ko=34.4,

5 =k4-y§ -yé, ks =0.42,
Fin = klA- (2% — 1), klA =33, (9)

p(0O2) =0.9, H =737,
Finally, the initial vector yq is given by

Yo = (0.437,0.00123,0,0,0,0.367)".
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Origin of the problem

The problem originates from Akzo Nobel Central Research in Arnhem, The
Netherlands. It describes a chemical process, in which 2 species, M BT and
CHA, are mixed, while oxygen is continuously added. The resulting species
of importance is CBS. The reaction equations, as given by Akzo Nobel, are

k1
2M BT + 02— MBTS + H,0

ka/K
CBS+ MBT = MBTS+CHA
ko s
MBT +2CHA+ Oy — BT + sul fate

k4
MBT + CHA + 50, — CBS + H,0

MBT +CHA = MBT.CHA.
The last equation describes an equilibrium

[MBT.CHA]

Ks' = [MBT] - [CHA]’

while the others describe reactions, whose velocities are given by

ry =ky - [MBT]* - [0s]2,
ro = ky - [MBTS] - [CHA],
ry = % .[MBT] - [CBS),

ry = ks - [MBT) - [CHAJ?,

rs = ky - [MBT.CHAJ? - [0]2,

respectively. Here the square brackets ‘[ ]’ denote concentrations. The inflow
of oxygen per volume unit is denoted by Fj,, and satisfies

Fip = kIA - (p—(gg) —[02)),

where klA is the mass transfer coefficient, H is the Henry constant and
p(O2) is the partial oxygen pressure. p(Osz) is assumed to be independent
of [Os]. The parameters ki, ko, ks, ks, K, klA, H and p(O3) are given
constants. The process is started by mixing 0.437 mol/liter [M BT| with
0.367 mol/liter [M BT.C'H A]. The concentration of oxygen at the beginning
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Figure 1: Chemical Akzo Nobel problem: numerical solution obtained by SDIMSIM of
orderp=¢g=3andr=s=2

is 0.00123 mol/liter. Initially, no other species are present. The simulation
is performed on the time interval [0 180minutes].

Identifying the concentrations [M BT], [Os], [MBTS], [CHA], [CBS],
[MBT.CHA] with yq,...
matical formulation of the preceding subsection. Solution of this problem at
t = 180 using method (6) is reported in Table 2. Behavior of the solution
components is shown in Figure 1.

Table 2: Results of the Chemical Akzo Nobel problem at t = 180

Yi

Solution at t = 180

Y1
Y2
Ys
Ya
Ys
Ye

0.116160227121356
0.001119418167053
0.162126172160781
0.003396981306527
0.164618511821187
0.198953326600100

, Y6 respectively, one easily arrives at the mathe-
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4.2 Problem HIRES

General information

This initial value problem is a stiff system of 8 non-linear differential
equations. It was proposed by Schéfar in 1975. The name HIRES was given
by Hairer and Wanner [13]. Tt refers to “High Irradiance Response”, which
is described by this IVP ODE.

Mathematical description of the problem

The problem is of the form

dy
e f@), y(0)=yo,
with
ye RS, 0<t<321.8122.

The function f is defined by

—1.71y; + 0.43y, + 8.32y3 + 0.0007
1.71y; — 8.75y>

—10.03y3 + 0.43y, + 0.035ys;

8.32y0 + 1.71ys — 1.12y4

fly) = —1.745y5 + 0.43yg + 0.43y, : (10)
—280y6ys + 0.69y4 + 1.71y5 — 0.43ye + 0.69y7
280y6y8 - 181y7

—280ysys + 1.81y;

The initial vector yq is given by

Yo = (1,0,0,0,0,0,0,0.0057)T.

Origin of the problem

The problem originates from plant physiology and is described in [14]. Tt ex-
plains the ‘High Irradiance Response’ (HIRES) of Photomorphogenesis on the
basis of Phytochrome, by means of a chemical reaction involving 8 reactants.
The reaction scheme is given below.
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Okg

p. - py,,
ko

F
ke 1 1 k3
P.X M PpX,
kg

H
ks 1 1 ky
pX P x,
ey

E+PX & poX'E s px 4B,
k
&
LR
Pi+ X +E.

The values of the parameters were taken from [13].

ki = 1.71, ko = 0.43, ks = 8.32, ks = 0.69, ks = 0.035,
kg = 8.32, ky = 280, k_ = 0.69, k* = 0.69, 0, = 0.0007.

Identifying P, Py, P,X, P;, X, P.X ,P;, X ,P;, X E and E with y;, i =
1,2, - -8, respectively, the differential equations mentioned in (10) easily fol-
low. The obtained solution of this problem at the end of time interval is
reported in Table 3. Plots in the Figure 2 show the behavior of P., Py,
P.X, Py, X, P.X', and Per', computed using the method (6).

Table 3: Results of the problem HIRES at t = 321.8122

Yi Solution at ¢ = 321.8122
m 0.73714105836 x 10~3
Yo 0.14425050468 x 10~3
Y3 0.58889121959 x 10~*
s 0.11756696043 x 102
s 0.23866504368 x 102
s 0.62398915376 x 102
yr 0.28502050925 x 102

Us 0.28497949075 x 102
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Figure 2: Problem HIRES: numerical solution obtained by SDIMSIM of order
p=q=3andr=s=2

4.3 Problem OREGO

General information

The problem consists of a stiff system of 3 non-linear ordinary differential
equations. The name Orego was given by Hairer and Wanner [13] and refers
to the Oregonator model which is described by this ODE. The Oregonator
model takes its name from the University of Oregon where in the 1972 Field,
Koéros and Noyes [11] proposed this model for the Belousov—Zhabotinskii
reaction.

Mathematical description of the problem

The problem is of the form
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dy
_— = O =
pria A N ) = Yo,
with

yeR3  0<t<360.

The function f is defined by

s(y2 — y1y2 + y1 — qyi)
fly) = é(—w —y1y2 +Y3)
w(y1 — y3)
The values of the parameters s, ¢ and w are
s=7727, w=0.161, ¢=8.375x107°.

The initial vector yq is given by (1,2,3)7.

Origin of the problem

The OREGO problem originates from the celebrated Belousov—Zhabotinskii
(BZ) reaction. When certain reactions, like bromous acid, bromide ion and
cerium ion, are combined, they exhibit a chemical reaction which, after an
induction period of inactivity, oscillates with change in structure and in color,
from red to blue and viceversa.

The color changes are caused by alternating oxidation—reductions in which
the cerium switches its oxidation state from Ce(I1I) to Ce(IV).

Field, Koros and Noyes formulated the following model for the most im-
portant parts of the kinetic mechanism that gives rice to oscillation in the BZ

reaction. This mechanism can be summarized as three concurrent processes
[12]:

o the reduction of Bromate (BrOj ) to Bromine (Br) via the reducing
agent bromide (Br~). Bromomalonic acid (BrMA) is produced;

e the increase of hypobromous acid (HBrOs) at an accelerating rate and
the production of Ce(IV'). Here we have a sudden change in color from

red to blue;

e the reduction of Cerium catalyst Ce(IV) to Ce(III). Here we have a
gradual change in color from blue to red.

Then, from this mechanism the following Oregonator scheme is obtained
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A+Y 5 X+ P  r=kAY

X+Y 2P r =k XY
A+X 52X +27 r=kAX
2X - A+ P r=kyX?
B+Z—ify r=k.BZ

Here, using the conventional notation the assignments and the effective con-
centration are

hypobromous acid [HBrO2] 5.025 x 10711
Bromide [Br7]= 3.0x 1077
Cerium — 4 [CE(I )] =7 2412x1078
Bromate [BrO ]
all oxidizable organic species [Org] =
[HOBT] P

The reaction rate equations for the intermediate species X, Y , and Z are

dX
T =s(Y - XY + X — ¢X?),
day 1

— =—(-Y -XY +fZ
dt S( +f )?
dz

— =wX-Z

dt w( ))

with f =1, and s, w, and ¢ as in the previous subsection.
Solution of this problem at ¢t = 360 using method (6) is reported in Table
4. Behavior of the solution components is shown in Figure 3.

Table 4: Results of the OREGO problem at t = 360

Yi Solution at t = 360

Y1 0.1000814868842 x 10!
Y2 0.1228180744895 x 104
Y3 0.1320568339839 x 103

5 Conclusion

For stiff systems, because of the stability condition, the time step restriction
becomes severe, specially when they have to be integrated over long periods of
time. High order accuracy, good stability properties and low implementation
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Chemical OREGO problem: numerical solution obtained by SDIMSIM of

cost of the SGLMs make them to be successful in applying on large stiff
systems of initial value problems arising from chemical reactions. Although
the SGLMs are capable in giving accurate and stable results, as reported in
the numerical experiments, but in can be equipped by a strategy for adjusting
stepsize when the integration proceeds. It is the subject of our future works.
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A numerical technique based on
operational matrices for solving
nonlinear integro-differential equations

A. Golbabai

Abstract

This paper presents a computational method for solving two types of
integro-differential equations, system of nonlinear high order Volterra-Fredholm
integro-differential equation(VFIDEs) and nonlinear fractional order integro-
differential equations. Our tools for this aims is operational matrices of inte-
gration and fractional integration. By this method the given problems reduce
to solve a system of algebraic equations. Illustrative examples are included
to demonstrate the efficiency and high accuracy of the method.

Keywords: Operational matrix of integration; Volterra-Fredholm; Non-
linear system of integro-differential equations; Fractional order; Legendre
wavelet.

1 Introduction

Integro-differential equations frequently appear in all fields of sciences such
as physics, chemistry and engineering problems [11, 20, 23, 24]. In last few
decades fractional calculus and fractional differential equations have found
application in several different disciplines, many important phenomena in
electromagnetic, acoustics, viscolasticity, electrochemistry and material sci-
ence are well described by differentiable and integro differentiable equation
of fractional order[3, 22]. There are various numerical and analytical meth-
ods to solve such problems, for example, the homotopy perturbation method
[4, 7, 8, 9], the Adomian decomposition method [5], fractional differential
transform method [21] and Gronwald-Letnikov discretization method [6].
In recent years the approximation of orthogonal functions has been play-
ing role in the solution of different kinds of mathematical and engineering
problems such as identification, analysis and optimal control[15, 16, 18]. The
main feature of this technique is to reduce the integro-differential equations
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to a nonlinear algebraic equation by introducing integration matrix of basis
functions. In present article, we are concerned with the application of Leg-
endre wavelet to the numerical solution of:

(I). Nonlinear fractional order integro-differential equations

D¢ u(t) / K(t,u(t), DSu(t))dt, 0<a<l (1)

(IT). Nonlinear system of high order (VFIDe) of the form

n

S pig (@) (@) = file) + N [ Ko (z,tult), ol (1), .., ut™) () dt

7=0
iz [y Kao(a,tu(t), o/ (t), ..., (@))dt, i=1,....s,
(2)

where ) (z) = (ugj), . ,ugj)) for j =0,...,n and initial conditions are

u(0) =a;, j=0,1...,n—1, ®)

where f(z),K, K;; and K;» are known functions assumed to be in L?(R)
on the interval 0 < z,¢ < 1, u(t) is unknown, K;; and K;s are nonlinear in
z,t,u(t),...,ul™(t). This type of equations whose integrand contain high
order derivatives arise in many fields such as theory of elasticity .

The article is organized as follows: in Section 2 we define the Legendre
wavelets and operational matrix of integration. Section 3 is devoted to the
solution of Eq. (1). In Section 4, we obtain an error bound for our method.
Section 5, include our numerical findings and demonstrate the accuracy of
the proposed scheme.

2 Preliminaries and notation

This section gives some necessary definition and mathematical preliminaries
of the fractional calculus theory which are used further in this paper. The
Riemann-Lioville fractional integration of order o > 0 is defined as [14]

Iff(t) = a) fo i f)(<71) ) dr, (4)
() = f(r),

and its fractional derivative of order o > 0 is normally used:

Lynpp-aft) (n-1<a<n), (5)

DEf(H) = ()

where n is an integer. For Riemann-Lioville definition, one has
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Fv+1)
Ity = ——————¢vte,
K MNa+v+1) ©)

The modified fractional differential operator DS, proposed by Caputo is

roa o (=7 T () (n—1<a<n),
D*at (t): (7)
Lf(t) a=neN,

where n is an integer. Caputos integral operator has an useful property:

n—1

k
DS =10~ 3 [P0, -1<asn), ()
k=0 ’

where n is an integer.

3 Properties of Legendre wavelet

3.1 Wavelets and Legendre wavelet

Wavelet constitute a family of functions constructed by a single function
called the mother wavelet. When the dilation parameter a and translation
parameter b vary continuously, we have the following family of continuous
wavelet as [10]

- t—0b
oy = lal " *H(—=), b e Ra#0.

If we restrict the parameters a and b to discrete values as a = a5 "™,b =
kboag ™, a0 > 1,bp > 0 and m, k € Z.We have the following family of discrete
wavelets

Yrme(t) = lao|"™*(ag't — kbo),

where ty, 1 (t) forms a wavelet basis for L?(R). In particular, when ag = 2,
bo = 1, ¥y, x(t) forms an orthonormal basis.
The Legendre wavelets are defined on interval [0,1) see [16, 17].

\/m o+ 3282 L, (25t — d), forit <t < L

0 otherwise,

Vnm=

where m = 0,1,...M — 1 and n = 1,2,3,...,2""1. The coefficient /m + %

is for orthogonality. Here, L,,(t) are the well-known Legendre polynomials
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of order m which are defined on the interval [- 1,1] and can be determined
with the aid of the following recurrence formulae:

Lo(t) =1, Li(t)=t.

—— ) Lp_1(t), m=1,2,3,...
m+1) 1(t), m

3.2 Function approximation

Theorem. A function f(t) defined on [0,1) can be expanded as infinite sum
of Legendre wavelets, and the series converges uniformly to the function f(x),

that is o o
ft) = Z Z CrmWnm (), 9)

n=1m=0

where, cnm = (f(t), Yrm(t)), in which (.,.) denote the inner product.
Proof. see[13].

If the infinite series in Eq. (9) is truncated, then it can be written as

2k—1 pr—1

f(t) ~ Z Z CrmWPnm (t) = CT\I}(t)7 (10)

n=1 m=1

where C' and W(t) are 2 x 1 matrices given by

C = [C10, €11, -+ CLM 15205+ -y COM 15 - - - Capmigy - -, Cokorpg] 5 (11)
U(t) = [10, Y115 s 1M 1,205+ 2N 15+ Par10y -+ Yor1pg] -
(12)

Now we want to find an upper bound to the estimate error . Suppose that
f(z) is a (m 4+ 1)—times differentiable function on @ = [0,1). An error
function between f(z) and its Legendre-wavelet approximation f,.,(z) is
defined on every subinterval €2, = [%71 <t < "Ttl] as

2)6
enm(x) = f(x) — fam(z) = f(x) — CrnmWUnm (). (13)
Then we can write
leam@® = [ 150) = comtoum @) (1)

Since ¥nm () is a polynomial of degree m,we can use the error bound for
interpolation of degree m on 2,, that is
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h(m+1)
F@) —pal) < g max | [r@ )
A(m+ 1) ge[nzt it
where h = 57— By Eq. (14)and Eq. (15)
A1 2
2 | pmtD m
H enm(‘r)H S fﬁi:l f(m+1) ge[gxﬂ] }f( +1)(£)|
’ 2k ek P (16)
(m+1)
< or f(mﬂ) max . |f(m+1)(5)‘
¢l 5r ]

According to above equation we find an error bound for each subinterval as

lean(@)l < 5575 A FD(e) (17)
Enm (T S max m ’
2M/2 4(m + 1) gepagd a1y
Then for error on §2 we get
1 h(m+1)
max ‘ f<m+1>(g)‘. (18)

< L A
e(@)] < 2k/2 4(m + 1) eclo1]

3.3 The Legendre wavelets operational matrix of
integration

The integration of the Vector defined in Eq.(12) can be obtained as

/t U(t)dt' = PU(t), (19)
0

where P is the 28=1M x 28=1 M operational matrix for integration [18]

[LHH H --- H
OLHH-- H
1loorLH .- H

00
100

H and L are M x M matrices given by :
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2 0 ---0
0 0 ---0
H= ,
0O 0 ---0
and
[ 1 i 0 0 0 0 0
a2 0 S 0 0 0
3 1 3x51/2 e
0 _5i31/2 0 5>5<71/2 0 0
71/2 .
L = 0 0 —mgz 0 i 0 0 0
. . . . (2M —3)'/? ' (21\,1—43)1/2
0 0 0 U T 2M—3)(2M—5)1/? 0 e (2M—3)(2M—1)1/2
(2M—1)
L O 0 0 U 0 T eM-1)(2M=3)1/2 0

3.4 Operational matrix of fractional integration

We defined a m-set of Block Pulse function (BPF)as:

bi(t)—{l’ i/m<t<(i+1)/m (20)

10, otherwise,

where i =0,1,2,...(m —1).

The function b;(t) are disjoint and orthogonal. That is

o) = {72, 1)

The Legendre wavelet may be expanded into m-terms of block pulse function
(BPF) as
U, (t) = P B (), (22)

where
B (t) 2 [bo(t) ba(t) . bi(t) .. bm—1y(£)]T (23)

The Block Pulse operational matrix of the fractional integration give in [12]
F< as following:
(I Bi)(t) = F* By (t), (24)

where




A numerical technique based on operational matrices ... 47

L& & o Em—)
01 & - §m-2)
po_ 1 1 001 &ps
me I'(a+2) ) .
000 -.
000 O 1

with & = (k+1)2H -2kt 4 (K —1)**!. The Legendre wavelet operational
matrix of of fractional integration is defined in [19] as

(0%
mem

= Oy F 0, (25)

mXxXm?

so the fractional integration of vector in Eq. (12) is defined as

(IF0) () ~ PO, (1), (26)

4 Application to nonlinear system of VFIDEs

Here, before presenting our method, we prove the next lemma. By this
lemma we can approximate the high order derivative of a function by Legen-
dre wavelet.

Lemma.  Suppose that u(z) = CTU(x) where C and ¥(z) are defined
in Eq. (11) and Eq. (12), then

k—1
u®(z) = (CTP~F =N ul) BT PR W (x), (27)
1=0

where P is operational matriz of integration, u (0) = u(()i) and E 1is defined
as ETWU(t) = 1.

Proof. suppose that f(r) = u*(x) and we approximate u(x) and f(z) by

Legender wavelet as
{u(x) =CTy(z), (28)
f@) = F1¥(z),

by integrating f(¢) on [0, ]

t rt t t et t
ol - Jo f@hat'...at’ = [ [o ... [ FTPU') dt’ ... dt

k—times (k—1)times
t rt t
= e S FTP2U) at’ ... dt
i B FT PR g -
(k—2)times

= FTPru(1),
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Since f(z) = u”*(x), then

Jo Jo - Jo $@ @t -dt =[5 [y Jo (D (O —u®D(0) d(t') - dt!
k times (k—w_—l)—times

t oot t (b _ t ot t
:fo fo...fou(k 1)@) dt' - dt’ uk 1)(0)[() fo"'fo dt’ - dt’

(k—1)—times (k—1)—times

= u(t) — u@(0) — u®(0) — - -- — uE=D(0 fo fo"'f(f dt'---dt’

(k—1)—times

(30)
by u(0) = u((f) we get

ull // /dt = u"ETPIU(t), (31)

k—times

Eq. (29)-(31) result

FTPRO(t) = CU(t) — ul ETU(t) — ulV ETPU(t) — - — ulf "V ET PF=10(1)
k=1 . ‘
=CTU(t) — S uVETPiv(t),
=0

(32)
Since the basis functions are linear independent, we omit ¥(¢) from both
sides of Eq. (32), then this equation can be written as

k—1
FTPt =T - N Wl ET P, (33)
=0
and then
k—1 ) '
T=0Tpt -3 ul)ETP, (34)
=0
according to Eq. (28)
k—1 ) .
uP(z) = (CTP™F = ul) ETPF)0(x). (35)
=0

This ends the proof of lemma. O

To solve Eq. (2) by Legendre wavelets, we assume that each uy(x) has the
expansion as

w(z) = CFU(x), L=1,...,s, (36)
by Eq. (35) the derivative expansion is given by
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k—1
k — i i—
g (@) = (CTPF =3y BT P (), f=1,....s,  (37)
=0

substituting Eq. (36) and Eq. (37) in Eq. (2) results for { =1,...,s

n . 1—1 m .
poCTU(x) + 3 pusla)(CT P~ — zouéo VETPM ) U(x) = fo(x)
=1 m=

K2

n—1 . .
A [y Kon (2,6, CTU(t), ..., (CTP™ = 3 ul) ETP=") W (z))dt
1=0

n—1 . .
ez [ Koo(a,t, CTU(), ... (CTP™" = 3 ul) ETP=")U(x))dt.

=0
(38)
by suitable collocation points, the zeros of Chebyshve polynomials [16]
x; = COS(M) i=1 2k=1m (39)
T 2kM ) Tyt ’

we collocate the Eq. (38). In order to use the Gaussian integration formula
for Eq. (38), we transfer the t-intervals [0, ;] and [0,1] into ¢; and ¢, intervals
['171] by
2
GG=—t—-1, (=2t-1 (40)

T
Let

n—1 . X
Hei(2),8) = Koy (2,8, CTU(1),..., (CTP™" — 3 4V ET P=)0(x)),

=0
£=1,...,s.
n—1 .
Hpa (), t) = Kea(aj,t, CTU(1), ..., (CTP™" — 3 ul ET P ¥ (x)),
i=0
(41)

We rewrite Eq. (38) as

n . i—1 m )
peoCl ¥ (x5) + ;Pm(xj)(CgPﬂ - 20 uSg ETP 0 (25) = fo(a)

+Ai G f_ll Ho (x5, 3¢ +1))d¢
1
+% f—l HZZ(xj7%(C2+1))dC2> 6217"%8’
(42)
and with the Gaussian integration

n . 1—1 m )
pCE V() + 3 pes(a)(CT P = 30 wg? ETPP ) W(aj) ~ fulw;)
R o
+Aa1% > winHp (x5, 3 (Ga + 1))
h=1

52
+22 5 wop Hya (7, 5(Con + 1)), £=1,...,5,
h=1
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where (15, and (o5, are s; and s zeros of Legendre polynomials Ly, 11 and
L, 11 respectively, and wiy, we; are the corresponding weights. If we assume
that

Ay(z) = pooCT U (z;) + i pei(a;)(CL P — Z_ )“eo o ()

A F Z winHe (x5, 3 ((n +1)) — 22 Z wanHea (25, 5 (Con + 1)),
By(z) = fl’( ) t=1,.

(44)
Then our problem has the next matrix representation form
Al (1’1) Bl (!El)
Ar(mor-111) Bi(war-1p1)
AS (Zl) Bs ($1)
Ag(war-1pr) By(wgr-1p1)

This 28~ M s x 2¥=1 M s nonlinear system of equations which can be solved
using Newton iterative method for the elements of C.

5 Application to nonlinear fractional order
integro-differential equations

In this section we want to apply the operational matrix of fractional in-
tegration to fractional order integro-differential equation. Assume that we
approximate D%u(x) by Legndre wavelet as

then Eq. (8)and Eq. (26) result
u(w) = KT P ¥() + u(0). (46)

By Eq. (45)and Eq. (46) we rewrite Eq. (1) as

KTU(z) = f(x) +/: k(t, KT P, . U(t) +u(0), KTU(t))dt  (47)
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Assume that
H(t) = k(t, KT P, U (t) + u(0), KT (1)), (48)

and like the last chapter, we collocated this equation by Eq. (39)in 2F~1M
points and then use the Gaussian integration. Finally, we can write Eq. (39)
as

KTW(z;) = f(x +Z—w1hH( (Ch+1) i=1,....,2'M  (49)
h=1

which is the 2¥=1Af x 2¥=1M nonlinear of system equation which can be
solved using Newton iterative method for the elements of C.

6 Numerical examples

In this section we consider some examples which show that operational ma-
trices are powerful and demonstrate the accuracy of our method.

Example 5.1. Consider the nonlinear system of integro-differential equa-
tion

3wuy (@) + uf (x) = ba® + 2uh(x) — [y (uh(t) + ui(t)uf(t))dt, +j0 xul Yus(t)dt,

2ub(x) + ul(z) = —da? — 1u1(z + fy (tzuh( ) T(t) + us(t) dt+f0 22ug(t) + ub(t)u] (f)dt
x/3ys(x) + uf () = 2 — $2° + uf? () — 2ud () + [ (2Pua(t) + u(t) + t3uf(t))dt + [0 22 (t)dt
ur(0) = 1} (0) = 0, us(0) = 0, 1h(0) = 1, u3(0) = u3(0) = 0,

(50)
which has the exact solution u1(x) = 22, us(z) = z and uz(z) = 3z2. Fig-
ure.l show the absolute error when we apply our method for M = 3 and
k=1.

It is clear form figures that our approximate solution is in good agreement
with exact one.

Example 5.2. As a second example, consider the nonlinear system given
in [2, 1]

(@) =1 = gub(x) + [y (& — thua(t) + us (tua(t))dt,
up(w) = 2 + fo T~ t)m(t) —uj(t) +ui(t))dt, (51)
1

which has the exact solution u; () = sinh(x) and us(z) = cosh(x) for M = 6
and k = 1.
Results for Example 5.2 are reported in Table 1 for us(x;) and wug(x;).
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4.x1071 1
3.3 10-16 1.5x107%6 -
. X o ]
2.x10716 1 { 1x107%r /\
1.x107% 1 5.x1077 j’\
o N A
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
(a). Error For u;(z) (b). Error For us(x)
15x107%5 |
1.x107%5 |
5.x107%6 |-
Ok . . . . e
0.0 0.2 0.4 0.6 0.8 10

(c). Error For ug(x)

Figure 1: Absolute error for Example 5.1 for M=3 And k=1

Example 5.3. Consider the nonlinear fractional order integro differential
equation given in[7]

D&u(t) =1 +/ u(t)Dyu(t)dt 0<z<1l0<a<l1 (52)
0

The exact solution of this problem for o = 1 is \/iTan(gt) we solve this
equation for m = 20 and different o numerical results are shown in Figure 2.

Example 5.4. Finally Consider the nonlinear fractional order integro dif-
ferential equations in[7]

fotu(t):—l—l—/o W)t <r <1 0<a<l (53)

subject to the initial conditions y(0) = 0. Table 2 shows the numerical
results for @« = 0.8,0.9,1 when m = 20. From Table 2 we can see that
the approximate solutions obtained by our method are in good agreement
with the exact solution for o = 1, and with the approximate solutions for
a=0.8,0.9 in [7].
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Table 1: Numerical result of Example 5.2

Error for Error for Method of [2] Error for Method of [1]
M=6k=1 N=5 N=6
x; uz(x) up(x) us(x) up(x) us(x) up(x)
0 1.70x107% 7.66x10~7 0 0 0 0
0.1 6.82x1077 3.42x1077 1.3 x 1078 1x10~8 1.41 x 10~° 1.41 x 107°

02 285x10-7 894x10~% T7.98x 1077 1.33x1077 9.15x107% 9.15x 1078
0.3 517x10-7 250x10-7 9.06 x 107% 2.17x107% 1.06 x1076 1.06 x 10~6
04 117x1077 1.22x10~% 5.06x 107° 1.53x107° 6.03x107% 6.03 x 1076
05 543x10-7 240x10-7 1.90 x 10™* 6.64 x 107° 2.34 x 10~° 2.34 x 10~°
0.6 175x10-7 1.08x10-7 5.05x107% 2.12x107% 7.08x107° 7.08x 10~°
0.7 4.65x10~7 243x10~7 1.36x 1073 527x107* 1.81x107° 1.81 x10°°
0.8 268x10-7 4.02x10-7 2.87x1073 1.05x 1073 4.10x10~* 4.10 x 10~*
09 7.65x10-7 510x10-7 5.34x 1073 1.66x 1073 8.45x10~*% 8.45x 10~*
1 285x1076 144x107% 871x107% 1.17x107% 1.62x1073 1.62x 1073

00 02 04 06 08 10

Figure 2: Numerical result for Example 5.3 for different o and m=20

7 Conclusion

Most nonlinear integro-differential equation with nonlinear differential part
are usually difficult to solve analytically. In many cases it is required to
obtain the approximate solution. We have shown that the properties of op-
erational of matrix of integration and operational matrix of fractional inte-
gration together with Legendre wavelet can reduce the system of nonlinear
integro-differential equation and nonlinear fractional order integro differential
equation to a system of algebraic equations. The advantage of this method
is that it can solve high and fractional order integro-differential equation eas-
ier and more time efficient. Also we found an error bound. Although we
solved our problem by Legender wavelet, other orthogonal basis also can be
used. Illustrative examples show the high accuracy of the method in compar-
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Table 2: Numerical result of Example 5.4
T Exact solution &« =1  Our method Method of [7]
a=1 a=09 a=038 a=1 a=09 a=038
0 0 0 -0.00013  -0.00046 0 0 0

0.0625 -0.06250 -0.06249  -0.08574 -0.11683 -0.06250 -0.08574 -0.11682
0.125 -0.12498 -0.124977  -0.15995 -0.20327 -0.12498  -0.15997 -0.20328
0.1875 -0.18740 -0.18749  -0.23023 -0.28080 -0.18740 -0.23024 -0.28082
0.2500 -0.24968 -0.24966  -0.29788 -0.35269 -0.24968 -0.29790 -0.35272
0.3125 -0.31171 -0.31172  -0.36339  -0.42026 -0.31171  -0.36342 -0.42039
0.3750 -0.37336 -0.37333  -0.42695 -0.48409 -0.37336  -0.42689 -0.48413
0.4375 -0.43446 -0.43443  -0.48858 -0.54446 -0.43446 -0.48861 -0.54451
0.5000 -0.49482 -0.49478  -0.54818 -0.60140 -0.49482 -0.54824 -0.60150
0.5625 -0.55423 -0.55418  -0.60565 -0.65501 -0.55423 -0.60571 -0.65510
0.6250 -0.61243 -0.61237  -0.66078 -0.70511 -0.61243 -0.66086 -0.70521
0.6875 -0.66917 -0.66910  -0.71337 -0.75162 -0.66917 -0.71345 -0.75172
0.7500 -0.72415 -0.72418  -0.76318 -0.79440 -0.72415 -0.76327 -0.79451
0.8125 -0.77710 -0.77710  -0.80997 -0.83330 -0.77710 -0.81006 -0.83341
0.8750 -0.82767 -0.82771  -0.85348 -0.86820 -0.82767 -0.85395 -0.86831
0.9375 -0.87557 -0.87564  -0.89349 -0.89896 -0.87557  -0.89361 -0.89908

ison with other methods. This procedure can also be used for solving other
functional equations such as ordinary and partial differential equations.
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Solving an inverse problem for a
parabolic equation with a nonlocal
boundary condition in the reproducing
kernel space

M. Mohammadi, R. Mokhtari* and F. T. Isfahani

Abstract

On the basis of a reproducing kernel space, an iterative algorithm for
solving the inverse problem for heat equation with a nonlocal boundary con-
dition is presented. The analytical solution in the reproducing kernel space
is shown in a series form and the approximate solution vy, is constructed by
truncating the series to n terms. The convergence of v, to the analytical
solution is also proved. Results obtained by the proposed method imply that
it can be considered as a simple and accurate method for solving such inverse
problems.

Keywords: Inverse problem; Parabolic equation; Nonlocal boundary condi-
tions; Reproducing kernel space.

1 Introduction

The problem of finding the solution of partial differential equations with
source control parameter has appeared increasingly in physical phenomena
such as heat transfer, thermoelasticity, control theory, population dynamics,
nuclear reactor dynamics, medical sciences, biochemistry, etc. [1, 2, 3]. The
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parameter determination in a parabolic partial differential equation from the
over-specified data plays a crucial role in applied mathematics and physics.
This technique has been widely used to determine the unknown properties
of a region by measuring a specified location in the domain. These unknown
properties such as the conductivity medium are important to the physical
process but usually can not be measured directly, or very expensive to be
measured [2, 3]. In general, these problems are ill-posed. Therefore a variety
of numerical techniques based on regularization, finite differences, finite ele-
ment and finite volume methods are given to approximate solutions of such
problems [2, 3, 4].

In recent years all kinds of boundary conditions and over-specified condi-
tions arise in the inverse problems which make them more and more difficult
to solve. The integral over-specified condition arises from many important
applications in heat transfer, termoelasticity, control theory, life sciences, etc.
Some different partial differential equations with nonlocal boundary and over
specified conditions can be found in [5, 6, 7, 8, 9, 10].

The theory of reproducing kernels [11], was used for the first time at

the beginning of the 20th century by S. Zaremba in his work on bound-
ary value problems for harmonic and biharmonic functions. This theory
has been successfully applied for solving a bunch of problems, see e.g.
[12, 13, 14, 15, 16, 17, 18] and references cited therein. The book [19] provides
excellent overviews of the existing reproducing kernel methods.
In this paper, a new algorithm for determining unknown solution and un-
known control parameter of the parabolic inverse problem with nonlocal
boundary and integral over-specified conditions based on the reproducing
kernel space, is presented. The advantages of the approach must lie in the
following facts. The approximate solution converges uniformly to the analyt-
ical solution. The method is mesh free, easily implemented and it needs no
time discretization. Also we can evaluate the approximate solution v, (x,t)
for fixed n once, and use it over and over.

The rest of the paper is organized as follows. In section 2 we describe the
governing equation. Several reproducing kernel spaces are defined in Section
3. The method implementation and convergence analysis are prepared in
Section 4. Numerical results are presented in section 5. The last section is a
brief conclusion.

2 Governing equation

Consider the inverse problem of determination a pair of functions {v,p} in
the following parabolic equation

ov 0%

e (OUE (O (z,t) €Q=(0,1)x (0,T] (1)
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with the initial condition
v(x,0) = p(z), x €10,1] (2)
nonlocal boundary conditions
v(0,t) = v(1,1), v (1,t) =0, 0<t<T (3)

and the integral over-specified condition

/1 o(z,)dz = B(t),  te0,T] (@)
0

where f(z,t), p(z), and E(t) are known functions.

The existence, uniqueness, and continuous dependence of the solution
upon the data for this problem are demonstrated in [20].

After taking integration from both sides of the equation (1) and using
integral over-specified condition, we obtain

E'(t) +v,(0,t) — [y f(x,t)da
E(t) -

p(t) = ()

Then we have the following model problem

’ 1
oo oy = B0 o @00, 4 f(a,t), (2,) € 2= (0,1) x (0,T]

v(z,0) = p(z), v(0,1) =v(l,t), ve(L,1)=0.
After homogenizing the initial condition, we have

2 1 z r— ’
gu — g%y 4 IR0y - P tu,u,) (2,t) €2 = (0,1) x (0,7
(6)

u(z,0) =0, wu(0,t) =u(l,t), wu.(l,t)=0,

where

(u(z, 1) + ¢(x)) (ue (0,) + ¢ (0))

F(l‘7taua UI) =
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3 Reproducing kernel spaces

Definition 1. Let H be a real Hilbert space of functions f :  — R. Denote
by (-,-) the inner product and let || - || = /(- ,-) be the induced norm in H.
A real valued function K(z,y): Q x Q — R is called a reproducing kernel of
H if the followings are satisfied:

(1) Ky(z) = K(z,y) € H forally € Q,
(1) fly) = (f(x), Ky(z)) for all f € H and for all y € Q.

Definition 2. A Hilbert space H of functions on a set € is called a repro-
ducing kernel Hilbert space if there exists a reproducing kernel K of H.

Remark 1. The existence of the reproducing kernel of a Hilbert space H is
due to the Riesz Representation Theorem. It is known that the reproducing
kernel is unique.

Now, we define some useful reproducing kernel spaces. The corresponding
reproducing kernels can be found by the usual technique in many articles in
literature (see [13]).

Definition 3. Wy|[0,1] = {u(z)|u(x), v (z),u” (x) are absolutely continuous
in [0,1],u® (z) € L?[0,1],u(0) = u(1),%/(1) = 0}. The inner product and
the norm in Wy[0,1] are defined respectively by

2 1
(U, )y, = Zu(i)(O)v(i)(O) —|—/ u® (2)o® (2)dz, u,v e Wol0,1], (7)
i=0 0
and
||UHWO = <U,U>WO, u € WO[07 1]

The space Wp][0, 1] is a reproducing kernel space and its reproducing kernel
function is called R, (z).

Definition 4. W1[0,7] = {u(t)|u(t), v (t) are absolutely continuous in
[0,T),u"(t) € L?[0,T], u(0) = 0}. The inner product and the norm in
W1[0,T] are defined respectively by

1

(U, 0),, = Y uD(0)0(0) + / o (W (t)dt,  u,v € Wi[0,T),
i=0 0

and

||u||wl = <uau>wlv u e Wl[ovT]'

The space W7[0,T] is a reproducing kernel space and its reproducing
kernel function r,(t) is given by
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st+ 512 — 13 t <,
rs(t) = st+St—1g3 t>5
2 6 :

Definition 5. W3[0,1] = {u(z)|u(z),u'(z) are absolutely continuous in
[0,1],u"(x) € L2[0,1]}. The inner product and the norm in W[0,1] are
defined respectively by

1

(U V), = Zu(i)(O)v(“ (0) —|—/ o (z)v" (x)dz, u,v € W3|0,1],
i=0 0

and
||uHW2 = <u,u>W2, u € W2[07 1]

The space Wa[0, 1] is a reproducing kernel space and its reproducing kernel
function Q,(z) is given by

1+ym+%z2—%xf)’ z <y,
l+yr+Lo—ty3 2>y

Q) = {

Definition 6. W5[0,T] = {u(¢t)|u(t) is absolutely continuous in [0, T],u'(t) €
L2[0,T]}. The inner product and the norm in W3[0, T are defined respectively
by

(u,v)y, = u(0)v(0) +/0 o' () (t)dt,  u,v € W3[0,T],

and
||u||w3 = <ua u>w37 (RS W3[07T]

The space W3[0,T] is a reproducing kernel space and its reproducing
kernel function g,(t) is given by

14+t t<s,
qs(t)_{l—i—s t > s.

Definition 7. W(Q) = {u(x,t)|% is completely continuous in €, % €
L2(Q),u(x,0) = 0,u(0,t) = u(1,t),u,(1,) = 0}. The inner product and the

norm in W(Q) are defined respectively by
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2 Tr 92 5 2 gi

0° 0 0° 0

Ve = 2 /0 [aﬁ o201 5 V(0 1)
1

7 By
+Z<aﬂ u(e,0), 55 0(,0))y,
o3 92 83 2 B
/ / {3 392" t)axgaﬁv(x,t)} dedt, wu,v e W(Q),

HUHW = <U,U>W, u € W(ﬁ)

dt

and

Theorem 1. W(Q) is a reproducing kernel space and its reproducing kernel
function is

Ky.s(@,1) = Ry()rs(t),
such that for any u(x,t) € W(),

u(y7 S) = <’U,(£L'7 t)a K(y,s) (LU, t)>w

where Ry(x), 75(t) are the reproducing kernel functions of Wy(0,1] and
W1[0,T], respectively.

Proof. see [19]. O

Definition 8. W(Q) = {u(x7t)|g—;‘ 18 comple@yfcontmuous in 9, 762?;1& IS
L2(Q0)}. The inner product and the norm in W(Q) are defined respectively
by

wtcte- £ [aruni )
@®>
//[ T xﬂg;gtv(x,t)] dzdt, u,v e W(Q),

and

lull . = \/(uw), uweW(@Q).

W(ﬁ) is a reproducing kernel space and its reproducing kernel function is

Gly,s) (@, 1) = Qy(x)qs(t).
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4 The method implementation

By defining the linear operator L : W (Q) — W(ﬁ) as

ou  0%u [ fla,t)de — E'(t)
=% o2t 50 %

model problem (6) changes to the following problem

Lu(xvt) = F(x,t,u,ul.), (xvt) € Qa

u(z,0) =0, w(0,t) = u(1,1), ug(1,1) = 0.

Lemma 1. L is a bounded linear operator.

Proof. see [13].

63

Now, we choose a countable dense subset {(z1,t1), (z2,t2),. .., } in , and

define

¢z(xat) = G(mi,ti)(xat)y wz(x7t) = L*(bz(xvt)a

where L* is the adjoint operator of L. The orthonormal system {1;(x,#)}22,

of W(Q) can be derived from Gram-Schmidt orthogonalization process of

{vi(z,t)}2, as
"ﬁi(xv t) = Z Bikwk(x7 t)a
k=1

where the orthogonal coefficients 3,5 are given by

1 s _
AR i=k=1,
1 -

. i=k#1,
2= > 2
=1
ﬂik = i—1 ’
Zcijﬁjk
j=k .
B # k,
2= c;
j=1

where
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Cij (%(m,t),%( t)w
= (L* ¢z, 1), (z, 1))
= (¢i(2,1), Lz 1yt (z, 1))
(L 1/’]( ))(zt =(xq,t;)

= (Z ﬁij(x,t)wm(xat)> .
(zt)=(zi,t:)

m=1
Like in [13], we get the following theorems.

Theorem 2. Suppose that {(x;,1;)}52, is dense in Q, then {i;(x,t)};2, is
a complete system in W(Q) and ;(x,t) = Ly o Ky,6) (2, 1)|(y,6)=(ai,t:)-

Theorem 3. If {(x;,t;)}52, is dense in Q, then the analytical solution of (8)
18

= Z Z 611@ [F(xkv tk, u(xka tk)a aﬂﬁu(ov tk))] @Z_)Z(‘T’ t)' (9)
=1 k=1

By truncating the series in (9), we can obtain the approximate solution of
(8). But, since the the series terms are not known, we need to construct an
iterative method for obtaining the approximate solution. For this purpose,
we choose nonnegative integer n and put the initial function wug(x,t) = 0.
Then the approximate solution is defined by

i=1
where

B = BiF(wh, ti, up 1 (wr, tr), Onti—1 (0, ). (11)
k=1

On account of (26), the approximate solution p,(t) can also be obtained by

pn(t) — ( )+a un(o t ;_(g fO . (12)

4.1 Convergence analysis

The convergence of u, (z,t) can lead to that of p_(t), due to (26). So we
only need to show that the approximate solution u,  (z,t) converges to the
analytical solution u(z,t). At first, the following lemma is given.
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Lemma 2. Assume that u, is a bounded sequence in W(Q), u, M> U,
(Tnytn) = (y,8), as n — oo. If F(z,t,u(z,t),u,(0,t)) is continuous, then
F(x’rut'ruun—l(xnvtn)aawun—l(oatn)) — F(?J’S’ﬂ(y, 8)78171(073))-

Proof. Similar to proof of Lemma 2 in [13], we have

[tn—1(zn,tn) —a(y,s)] =0, as n — oo.

Since

[tn = 5| < V]zn — yP + [ta — I,
if follows that
(0,t,) — (0, ).
Thus in a same manner
|0ztn—1(0,t,) — 0,w(0,s)| > 0, as n — oco.
The continuation of F'(x,t, u(z),v(x)) implies that

F(@n,tn, un—1(@n, tn), Ozun—1(0,tn)) = F(y, s, u(y, s), 00(0,s)), as n — oo.

O

Theorem 4. Suppose that u, is a bounded sequence in W(S2) and (8) has a
unique solution. If {(x;,t;)}52, is dense in ), then the n-term approzimate
solution u,(x,t) derived from the above method converges to the analytical

solution u(zx,t) of (8) in W(Q), such that
u(z,t) = ZBﬂZi(a:,t),
i=1

where B; is given by (11).

Proof. Similar to proof of Theorem 4 in [13], u,(z,t) converges to @(z,t) of
the form

ﬁ(xvt) = ZBﬂZ)i(xvt),
i=1
such that
Lu(zy, tr) = F(xy, tr, wi—1 (21, t1), Opw—1(0,87)).

Since {(x;, ) }7Z, is dense in Q, for each (y, s) € Q, there exist a subsequence
{Tn;,tn; };‘;1 such that

(T, tn;) = (y,8) (= o0).
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We know that Lu(zn,,tn;) = F(Tn, tn;,Un,—1(Tn;,tn;), Oxtin; —1(0,t,,)).
Let j — oo, by Lemma (2) and the continuity of F', we have

(La)(y, s) = Fy,s,uly, ), 0:u(0, 5),
which indicates that a(z,t) satisfies (8). O

Theorem 5. Under the conditions of Theorem 4, the approzimate solution
un(z,t) and its derivatives 0y un(z,t), i = 0,1,2, j = 0,1, converge uni-
formly to exact solution u(x,t) and its derivatives 8;J{ju(sc,t), 1 =0,1,2,
7 =0,1, respectively.

Proof.

|05t un (@, 1) = Ot Tl )] = 18517 (un(y, 5) = w(y, 5), Koy 8)) |
= |<un(yv S) - U(y, S)u a;Jtr]K(z,t) (yu 8)>W|

<05t Koy (45 9) lw lun (9, 8) = uly, 5)ll

<Cyillun —ully, n— oo

5 Numerical experiments

To test the accuracy of the proposed method, two examples are treated in
this section. The results are compared with the exact solutions.

Example 1. Consider problem (25)-(4) with

p(z) = 2+ cos(2mz),
E{t)=1+¢",
fz,t) =1+ 4n%e " cos(2mz).

It is easy to check that the exact solution is

{v(z,t),p(t)} = {e *(1 + cos(27x)), —1}.

Using our method, we choose 81 points in the region Q, and obtain the
approximate solution vs;(x,t). We have listed approximate versus exact so-
lutions, along with the relative errors at some nodal points at time T = i in
Tables 1-2 and at time T = % in Tables 3-4. Numerical results are in good
agreement with the exact solutions. In Figs. 1-2, we display the exact and
approximate solutions of v at times T' = i, and T = %, respectively. In order
to verify the convergence of the exact solution and its partial derivatives to

the approximate solution and its partial derivatives, we depicted the relative
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errors graphs of v, vy and vy, at time T = i for different values of n in
Figs. 3-5, respectively. The results show that the errors becomes smaller as
n increases.

Example 2. Consider problem (25)-(4) with
¢(z) = 1+ cos®(27x),
E(t) = %et +1,
f(x,t) = =82 + 1672 ¢’ cos?(2mx) — t — te' cos?(2mz) — 1.

The exact solution is
{v(x,t),p(t)} = {1 + e’ cos?(27mx), 1 + t}.

Taking T' = i and choosing 81 and 144 points in the region Q, we have listed
approximate versus exact solutions, along with the relative errors at some
nodal points in Tables 5-6 and 7-8, respectively. Numerical results are in
good agreement with the exact solutions and the accuracy of approximate
solution is getting better as n increases. In Fig. 6, we display the exact and
approximate solutions of v at time T = %. Relative error distribution of v
at time T' = % is also given in Fig. 7a. It is clear that the numerical results
are in good agreement with the exact solutions. Artificial errors 10=2 were
introduced into the right end and conditional condition. It can be seen from
Fig. 7b that the error never affects the results of the method.

Example 3. Consider problem (25)-(4) with

o(r) =1+ cos(2mz),
B(t) = exp(—(2m)*t),
f(x,t) = (2m)% cos(2mx) exp(—(2m)2t) + 2t(1 + cos(2mx) exp(—(27)2t + 10t?).

The exact solution is given by

{v(z,t), p(t)} = {(1 + cos(2mx) exp(—(27)*t), (27)* 4 2t exp(10t%)}.
Relative error distribution of v at time T = % is given in Fig. 8a. It can be
noted from Fig. 8a that our results are in better accuracy than the results
in [20]. In order to demonstrate the stability of our algorithm, we shall give
a perturbation € = 1072 to the right side function f(z,t) and over-specified
condition E(t). The relative error distribution of v at time T = % depicted
in Fig. 8b shows that the method is stable and gives excellent approximation
to the solution.



68

M. Mohammadi, R. Mokhtari and F. T. Isfahani

6 Conclusion

In this paper, the reproducing kernel Hilbert space method was applied suc-
cessfully for solving an inverse problem for a parabolic equation with nonlocal
boundary condition. Proposed method is shown to be of good convergence,
simple in principle, easy to program and easy to treat the boundary condi-
tions. It seems that the method can also be applied to higher dimensional
inverse problems. We leave this to our further works.
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Table 1: Relative errors of v(z,t) for Example 1; n =81, T = i

(z,1) Vezact Vapp Relative errors  (z,t) Vezact Vapp Relative errors
(I, 1gg) 2998001 2.998100 3.315676E-05  (Z,1) 2445035 2443523  6.182374E-04
g 1 1.000715 7.151300E-04  (1,3)  2.692963 2.691261  6.321103E-04
(1,735) 2980099 2.980922 2.758099E-04  (2,1) 1.818731 1.8169752 9.652627E-04
(5, 75) 2636866 2.637919 3.995758E-03 (&, %) 2481098 2479660  5.795225E-04
(3, 5) 1904837 1.909188 2.283755E-03  (%,1) 1.409365 1.408556  5.742847E-04
(L,{5) 2809675 2.810196 1.853823E-04  (3,2) 1 1.002348  2.347800E-03
(3.%) 1 1.002317 2.317300E-03  (£,2) 1.152927 1.152638  2.505188E-04
€3] 1447420 1.448317 6.202361E-04  (§,%) 1.400369 1.399123  8.895521E-04
LY 2.764994 2764715 1.009424E-04  (£,1) 1.148738 1.148205  4.639945E-04
%)) 1441248 1.441835 4.073198E-04  (3,3) 1 1.002458  2.458400E-03
3.4 1.846482 1.845673 4.378733E-04  (1,3) 2557601 2.552739  1.901260E-03
Table 2: Relative errors of p(t) for Example 1; n =81, T = %

Pexact DPapp Relative errors t PDezact Papp Relative errors
o -1 -1.000064  6.453900E-05 i -1.000684  6.838260E-04
. -1.000669  6.689750E-04 Lo -0.999358  6.414128E-04
s -1 -1.000585  5.854630E-04 i -0.9984953  1.504941E-03
& -1 -1.000343  3.435430E-04 z2 1 -0.997999  2.000439E-03
L -1 -1.000717  7.166060E-04 Lo -0.997132  2.868264E-03

Table 3: Relative errors of v(x,t) for Example 1; n =81, T = %

(z,1) Vezact Vapp Relative errors  (z,t) Vezact Vapp Relative errors
(1, 1g) 2998001 2.998135 4.480185E-05  (%,1) 2445035 2.445058 9.422361E-06
.32 1 1.000089  8.926900E-05  (1,%)  2.692963 2.693930 3.587980E-04
(L 135) 2980099 2981268 3.922174E-04  (2,1) 1.818731 1.816356 1.305423E-03
(&,75) 2636866 2.640780 1.484401E-03  (&,%) 2481098 2485261 1.677789E-03
(1, L) 1904837 1.912180 3.854839E-03  (2,1) 1.409365 1.407343 1.434693E-03
(1,4) 2809675 2.809855 6.428644E-05  (3,2) 1 1.002219  2.219280E-03
%)) 1 1.004321 4.321410E-03  (£,2) 1.152927 1.151739 1.030525E-03
E3) 1447420 1.447886 3.219329E-04  (3,2) 1.400369 1.407778 5.291163E-03
(1,3) 2.764994 2.765560 2.047726E-04  (£,1) 1.148738 1.146675 1.795169E-03
(2,%) 1441248 1.441568 2.220845E-04  (3,1) 1 1.001966  1.966360E-03
3.H 1.846482 1.845236 6.746695E-04  (1,1) 2557601 2.556291 5.124707E-04




Solving an inverse problem for a parabolic equation...

Table 4: Relative errors of p(t) for Example 1; n = 81, T =

71

1
2

o~

Pezact Papp

Relative errors

t

Pezact Papp

Relative errors

s -1 -0.999794  2.063958E-04 Lo -0.977383  2.261733E-02
% -1 -0.997471  2.528598E-03 T -1 -0.979758  2.024151E-02
| -0.997903  2.096714E-03 1 -0.975690  2.430969E-02
5 -1 -0.976715  2.328518E-02 2 -0.971106  2.889415E-02
% -1 -0.976639 2.336095E-02 % -1 -0.964804 3.519553E-02
Table 5: Relative errors of v(x,t) for Example 2; n =81, T = i
(z,1) Vegact Vapp Relative errors  (z,t) Vegact Vapp Relative errors
(1, 7o) 2001000 2.000890 5.523337E-05  (%,1) 1.590680 1.591406 4.562790E-04
(3,522) 2012072 2.001377 5.315484E-03  (1,1)  2.181360 2.164421 7.765664E-03
(1,735)  2.010050 2.008924 5.601139E-04 (3,1) 1 1.002636  2.636500E-03
(35 15) 1723344 1.715849 4.348790E-03 (g, 1) 1.799418 1.801355 1.076466E-03
tL5 1 0.996456  3.544300E-03  (2,%)  1.305351 1.276493 2.210723E-02
(L 15) 2.105171 2.089205 7.583953E-03  (3,2) 2.248849 2171894 3.421967E-02
(3.%) 2.117519  2.073065 2.099328E-02  (£,2) 1.817382 1.751413 3.629875E-02
€3] 1279380 1.256824 1.762984E-02  (4,%) 1.312212 1.303871 6.356607E-03
(L1 2.133148 2.116888 7.622889E-03  (£,1)  1.840405 1.768371 3.914031E-02
(2,3) 1.283287 1.260171 1.801297E-02  (§,7)  2.284025 2.199602 3.696255E-02
3.4 1 0.999525 4.751000E-04  (1,1)  2.284025 2.266547 7.652462E-03
Table 6: Relative errors of p(t) for Example 2; n = 81, T = %

t Pezact Dapp Relative errors ¢ pegact Dapp Relative errors
o5 1.001000  1.000778 2.216753E-04 L 1.125000 1.177465 4.663580E-02
2. 1.012000 1.009609 2.363016E-03 & 1.166667 1.138380330 2.424571E-02
&5 1.010000 1.007937 2.042468E-03 1 1.200000 1.157718084 3.523493E-02
& 1100000 1.141458 3.768888E-02 2 1.222222 1.170887564 4.200091E-02
3 1111111 1.156422 4.077993E-02 1 1.250000 1.211209275 3.103258E-02
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Table 7: Relative errors of v(x,t) for Example 2; n = 144, T = i

(z,1) Vezact Vapp Relative errors  (z,t) Vezact Vapp Relative errors
(1, 1) 2001000 2.000941 2.983507E-05  (%,1) 1.590680 1.595549 3.060781E-03
(3,7825) 2012072 2.008807 1.622859E-03  (1,1) 2181360 2.180958 1.846293E-04
(I,135) 2.010050 2.009449 2.992512E-04 (2, 1) 1 1.013353  1.335274E-02
(&,5) 1.723344 1.722972 2.159116E-04  (&,%) 1.799418 1.810589 6.207763E-03
%) 1 1.001805 1.805350E-03  (2,1) 1.305351 1.309086 2.861377E-03
(1,4) 2105171 2.101083 1.941670E-03  (3,2) 2248849 2.230536 8.143059E-03
) 2.117519  2.102535 7.076129E-03  (£,2) 1.817382 1.808653 4.803084E-03
%)) 1.279380 1.276005 2.637737E-03  (3,2)  1.312212 1.325054 9.786674E-03
(1,3 2.133148 2.129999 1.476139E-03  (£,1) 1.840405 1.833820 3.578477E-03
(2,3) 1.283287 1.280545 2.136414E-03  (1,1) 2284025 2.266462 7.689720E-03
3.hH 1 1.008052 8.052170E-03  (1,1)  2.284025 2.293042 3.947540E-03

Table 8: Relative errors of p(t) for Example 2; n = 144, T = i

~

Dexact Dapp Relative errors ¢ pegact Dapp Relative errors

= 1.001000  1.000929 7.116752E-05
22 1.012000 1.010731951  1.253013E-03
1.010000 1.008977553 1.012324E-03
1.100000  1.118037 1.639767E-02
1111111 1.131717 1.854514E-02

1.125000  1.148678 2.104750E-02
1.166667 1.145867427 1.782820E-02
1.200000 1.196111194 3.240672E-03
1.222222  1.264996 3.499686E-02
1.250000 1.245162209 3.870233E-03

Bl o ail= o= 0o

X
Exact ¢  Approximate

Figure 1: Exact and approximate solution of v for Example 1 at T' = %
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Figure 2: Exact and approximate solution of v for Example 1 at T' = %
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Figure 3: Relative errors graphs of v for Example 1 at time T = i; a(n = 36), b(n = 64),
c(n = 81), d(n = 100)
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Figure 4: Relative errors graphs of vy for Example 1 at time 7 = i; a(n = 36),
b(n = 64), c¢(n = 81), d(n = 100)
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Figure 6: Exact and approximate solution of v for Example 2 at T' = %
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An approximation method for
numerical solution of
multi-dimensional feedback delay
fractional optimal control problems by
Bernstein polynomials

E. Safaie* and M. H. Farahi

Abstract

In this paper, we present a new method for solving fractional optimal
control problems with delays in state and control. This method is based
upon Bernstein polynomials basis and feedback control. The main advantage
of feedback or closed-loop control is that one can monitor the effect of such
control on the system and modify the output accordingly. In this work, we
use Bernstein polynomials to transform the fractional time-varying multi-
dimensional optimal control system with both state and control delays, into
an algabric system in terms of the Bernstein coefficients approximating state
and control functions. We use Caputo derivative of degree 0 < o < 1 as the
fractional derivative in our work. Finally, some numerical examples are given
to illustrate the effectiveness of this method.

Keywords: Delay fractional optimal control problem; Caputo fractional
derivative; Bernstein polynomial.

1 Introduction

The general definition of an optimal control problem requires the minimiza-
tion of a functional over an admissible set of control and state functions sub-
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ject to dynamic constraints on the states and controls. A Fractional Optimal
Control Problem (FOCP) is an optimal control problem in which either the
performance index or the differential equations governing the dynamic of the
system or both contain at least one fractional order derivative term [1, 2, 17].

Fractional Differential Equations ( FDEs ) have been the focus of many
studies due to their appearance in various applications in real-world physical
systems. For example, it has been illustrated that materials with memory
and hereditary effects and dynamical processes including gas diffusion and
heat conduction can be more adequately modeled by FDEs than integer-
order differential equations [13, 18, 20]. Some other applications of FDEs
are in behaviors of viscoelastic materials, biomechanics and electrochemical
processes ( see [3, 5] for more details ).

Most FOCPs do not have exact solutions, so in these cases approximation
methods and numerical techniques must be used. Recently, several approxi-
mation methods to solve FOCPs have been introduced [4, 14, 18].

Real life phenomena have been described more precisely by Delay Differ-
ential Equations, so Delay Fractional Optimal Control Problem ( DFOCP )
has become the focus of many researchers in the last decade. Baleanu in [6]
and Jarad in [11] analyzed the fractional variational principles for some kinds
of DFOCPs within Riemann-Liouville and Caputo fractional derivatives re-
spectively and made their corresponding Euler-Lagrange equations. In this
paper, we present a novel strategy based on Bernstein polynomials (BPs) to
solve DFOCPs. Consider the following DFOCP

Min J = %fol [T (1)Q(t)x(t) + uT (t)R(t)u(t)]dt, (1)
s.t
6D wi(t) = Xi_ja;, ()2 (t) + Ef_q b (t)ur(t) (2)
+X5_ (aa)iy (®); (t —m) + S5, (ba)ir()ur(t —n2), 1 <0<,
xj(t):xj707 (&S [7771a0]a 1 Sjgra 3)
’U,k(t):uk’o,te [—772,0], 1 §k§s7 (

where x(t) = [z1(t) - 2.(t)]T and u(t) = [ui(t)---us(t)]T are respectively
the state and control functions. Also, Q(t) and R(t) are respectively, r x r
and s X s semi-positive and positive definite time-varying matrices of the
state and control’s coefficients in the cost function with continuous functions
as their entries. Furthermore, a;;(t), (aq)i;(t), bir(t) and (ba)ix(t) are
continuous functions which are respectively the coefficients of x;(t), x;(t —
m) for (1 < j < r) and ug(t), up(t —n2) for (1 < k < s) in the i-th
fractional differential equation (2) and 71,7m2 > 0 are given constant delays.
The fractional derivative is defined in Caputo sense, i.e.

t —«
ﬁfo(t*ﬂ %Zi(T)dT,O<a<1,
Ty, a=1.

oD wi(t) = { (4)
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In the numerical solution of dynamical systems, polynomials or piecewise
polynomial functions are often used to present the approximate solutions [9,
10, 21]. The effectiveness of using Bernstein polynomials for solving FOCPs
have been demonstrated before [4, 14]. In the present paper, we seek an
optimal feedback control function to find the approximate solution of DFOCP
(1) - (3) by using Bernstein polynomials.

This paper is organized as follows. In Section 2 we give some preliminiaries
in fractional calculus. In Section 3 Bernstein polynomials are introduced and
their properties are shown in several lemmas. In Section 4, a FOCP with time
delay will be solved using BPs. Section 5 contains some numerical examples.
Finally Section 6 consists of a brief conclusion.

2 Some preliminaries in fractional calculus

Definition 2.1. A real function f(t), t > 0, is said to be in the space C,,
w € R, if there exists a real number p > p such that f(t) = tP f1(t), where
f1(t) € C[0,+00) and it is said to be in the space C]' iff fm e ¢, for
m € N.

Definition 2.2. The Riemann-Liouville fractional integral operator of order
a >0 of a function f € Cp,, u>1, is defined as:

oIf (1) = gy Jy (t = 1) f(n)dr, )
oIPF(1) = £(2).

Definition 2.3. The fractional derivative of f(t) in the Caputo sense is
defined as follows:

1 ¢ o dn
ngf(t)zm/o (t—r7) dTnf(T), n—l<a<n,nelN, feC.
(6)

In [15], the following properties for f € C,, and p > —1 have been proved

Y %t‘”k, keNU{0}, t>0,
2. §DPIR f(t) = f(1),

3. oIP§DR f(1) = f(t) — Spsy F(OT) e, >0,

4. ¢D7f(t) = oIfPsDFf(t), a8 >0.



80 E. Safaie and M. H. Farahi

3 Properties of Bernstein polynomials

The Bernstein polynomial of degree n over the interval [a,b] is defined as

follows: ) )
t—a n\ [t—a\'[b—t\""
b (20)- () ()

so, within the interval [0, 1] we have

n

Bin(t) = ( )tiu -

2

Define ®,,,(t) = [Bom(t) Bim(t) --- Bm}m(t)]T. To consider the vector
D, (t —n) ( n is the given delay ) in terms of ®,,(t), we state the follow-
ing lemmas.

Lemma 3.1. We can write ®,,(t) = AT, (t), where A = (Ti,j);?;;ll is
an upper triangular (m + 1) x (m + 1) matriz with entry

(07 () (=) i<

i7 ':0’17---7m’
0, i> ) J

Tit1,j+1 = {
and T (t) =1 ¢ --- t™]".
Proof. [4].

Lemma 3.2. For each given constant delay n > 0, ®,,(t — n) = Q@ (1),
where Q is an (m + 1) x (m + 1) matriz in terms of 1.

Proof. According to Lemma 3.1 we have
P (t — 1) = AT (t — 7).
But, the right hand side of the above equation can be written as

1 1
t—n t
2
AT (t—m)=A | (E=m) AU | ] = AUTL (1),

(t— )™ m

where
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1 0 0 ---0
—n 1 0O ---0
U — n? —2n 1 0
=)™ () )™
By Lemma 3.1, T}, (t) = A=1®,,(¢), thus
Ot —n) = AVATD,,(t) = QD,,(t). O (7)

Lemma 3.3. Let L%[0,1] be a Hilbert space with inner product {f,g) =
fol f®)g(t)dt and y € L?[0,1]. Then one can find the unique vector C =

[co 1 - cm]T such that

m

y(t) ~ Y iBim(t) = CT O (t). (8)

=0
Proof. [12].

In Lemma 3.3 we have CT = Q~!(y, ®,,) such that

(1, ) = / y(O) B (t)dx = (4. Bom) (4. Brm) - (4 B

and each entry of the matrix Q = (Qit1,j11); ;_, is defined as follows:

[ (o 16
Qit1,j+1 _/0 B; m(t)Bjm(t)dr = m

Since the set {Bom(t), Bi,m(t), -+, Bm,m(t)} forms a basis for the vector
space of polynomials of real coefficients and degree no more than m [7, 16],
a polynomial of degree m can be expanded in terms of a linear combination
of B (t),(i=0,1,--- ,m) as follows

m
ij=

moreover we have

Lemma 3.4.Derivatives of P,(f) = Z;.L:O f(%)B]n(t) of any order converge
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to corresponding derivatives of f. So if f € C¥[0,1] then
limnHOO(Pn(f))(k) = f(k)y

uniformly on [0, 1].

Proof. [8].

4 Fractional optimal control problem with delays in
control and state

Consider fractional delay control system (2). For each 0 < ¢ < r, one can
apply the Riemann-Liouville fractional integral ¢I;* to both sides of that
equation

zi(t) — 2i(0) = X0l {ai; () ()} + 251018 {bik () ur (t) }+
Yol {(aa)i ()i (t —m)} + Ej 0L { (ba)ik () un(t — 772)}(~ |
9

Assume that z;(t) ~ XTI ®,,(t) (1 <4 <7r)and u,(t) ® UL ®,,(t) (1 <k < s)
where the entries X; = [X;(0)--- X;(m)]T and Uy, = [Uk(0)--- Ux(m)]T are
respectively the coeffitients of x;(¢) and u(¢) in approximating them by Bern-
stein polynomials of degree m just like (8). Moreover, the Bernstein approxi-
mated coefficients vectors of functions a; ;(t), b; x(t), (aq)i ;(t) and (bq)s x(t)
can be achieved by using equation (8). We denote the approximated vector
coefficients of these functions respectively by (A‘ 7) (m+1)x15 (Bi*k)(mﬂ)xl,
(A )(m+1)x1 and (B k)(m+1)><1

By substituting the so called approximated vectors and matrices in (1), one
can find the following equations:

XT O (t) —wi0 = Xj_10 I8 {((A™7) T @ () (X Py (8))7}
+Es lola{((Bl k)Tq)vrz(t))(qu)vrt( ))T}

+E7" oI { (AP (8) (X] @t — 1))}

R oI (BT @0 () (U @y (= )T}

(10)

Moreover, from Lemma 3.2 there exist (m + 1) x (m + 1) matrices Qy, 2
where ©,,(t — 1) = Q1 P, () and @, (E — 12) = Q2D (¢), while

Q1 = ATA L,
=AU A,

and U, U’ are obtained respectively in terms of 7; and 7.
As it was shownin [4], foreach 1 < i,j5 <rand 1 < k < s, the (m+1)x(m+1)
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matrices AEJ, Bz’k, Ai’j and Bz’k can be calculated such that:

(A%)TD,,, ()], () = By (1) AV,

(B™)T®,,(t)], (t) = D7 (£) B,

(AT, (H)DT () = BT, (1) A,

(BY*)T @ ()L, (1) = @] (1) BS",

Therefore, by replacing the above equalities, (2) can be rewritten as follows:

XTIy () = wi0 = S5y (0IF BT, (6) (A% X)) + 35, (oI9 OF, (1)) (BH* Uy )+
21 (o Ip @8 () (AP QT X;) + 5, (oI 0L, (4) (B Q5 Uy),

m

or

XT B (1) — 10 = S5y (AW X,)T (010 ®,0 (1)) + iy (BHFUL)T (00 (0) +
S (AL QT X)) (010 R (1)) + Sy (B Q5 U T (01701 (1)).
(1)

where i =1,--- ,r.

One can approximate oI ®,, () by I, X ®,,(t), where I, is an (m + 1) x
(m+ 1) matrix called the operational matrix of Riemann-Liouville fractional
integral.

Infact, from Lemma 3.1, ®,,(t) = AT,,(t), so

oI8®, () = A oIfT,, (t) = A [oIf1 oIt -+ oI2t™]7,
where ([0t = %H +a_ Therefore,
ol T (t) = 2T, (12)

where ¥ = (2,11 j41) and T = (Tj41) are respectively (m +1) x (m+ 1) and
(m 4+ 1) x 1 matrices, which are defined as follows:

N Fl(jJrl) i=j
Ei+1,j+1 = P(j+1+a)’ ’ Zv.] = Oa e ,Mm
0, o.w,
and R _
(T)y =" i=0,---,m.

Also, from Lemma 3.3, since t*** € L?([0,1]) for each integer i (0 < i < m),
one can find the (m + 1) x 1 vector P; such that

tt ~ PT®,, (1), (13)
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where P, = Q Mt @,,(t)) and the entries of P, = (t", &,,(t)) =

[Pio Pi1 -+ Piy)T can be attained as

P :/ tH—aBj,m(lf)dt _m (Z+] +a+ ) i,7=0,---,m.
0

TG +m+a+2)’

Now if P is an (m+ 1) x (m+1) matrix of the form [Py P; - -+ P,,], then from
(12) and (13) we have

oI8®,, (1) ~ ALPT®,, (1), (14)

therefore, I, = AL PT is the aforementioned operational matrix of Riemann-
Liouville fractional integral oI;*.

Hence, by replacing oI ®,,(t) from (14) into (4) and writing ; ¢ in terms
of BPs of degree m, equation (4) can be written as the following

Xy (t) = XL @ (t) = S5y (AT X)T Ia@p(t) + Bi_y (BHAUR)T To @i (t)
+55_ (AP QT X))T L@ (t) + S5y (B QT UN)T La®pm(8),
(15)
where
Xl =1Xi0(0), -+, X; 0(m)]"

is the known Bernstein approximated coefficents vector of x; ¢ that can be
computed using (8). By equalling the coefficents of ®,,(t) from both sides of
(5), we found that

X=X+ 2 X (AT I, + 35, UL (BY)T I,
A0 XTO (AT I + 55 UTQa(B)T 1,

(16)
fori=1,---,r. Equations (8) can be written in compact form as follows:
X' =1m+vu'T, (17)

where IT and T are respectively 1 x (m + 1) and (m + 1) X (m + 1) matrices
that can be obtained by the following

0= X§ (L1 — (A+ Ag)La) 7

and R . R R
I'= (B+ By)la(Ims1 — (A+ Ag)La) ™",

and I, 11 is the (m + 1) x (m + 1) identity matrix.
Moreover, by applying the approximations x(t) = (XT)1XT(m+1)<I>m(t)

and u(t) ~ (UT)1xs(m41)@m(t) where X7 = [X{, .-+ XT] and UT =
[UL,--- ,UT], the cost functional (1) can be approximated as bellow
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J=1 flol{xT(t)Q(t)m(t) +uT () R(t)u(t)}dt
~ 3 Jo (X0 ((QT 2 (D], (H)X) + UT%(t)<RT¢m(t>¢£<t>U>T%dt,)
18
where Q@ = [Q;;] and R = [R; ;] that Q;;, R;; are the (m + 1) x 1 vec-
tors of Bernstein coefficents in approximating Q; ;(t) and R; ;(t) respectively.
Therefore,

J ~ % / l{Xchm(t)((Dﬁ(t)QX)T + U, ()(DF, () RU) " }dt,
0
or
J =~ ;/1{(XT<I>m(t))(XTQT<I>m(t)) + (UT @ (1) (UTRT @, (1)) }t, (19)
0

where Q = [Qi ;] and R = [R;;]. Also Q;; and R, j are (m +1) x (m + 1)
matrices that can be calculated from

(QY) (1)1, (1) = B (1 Q™
(RY) @, (1)1, (1) = B7, (1) RO,

Let Z;, ; = H®C~2” and W, ; = H®Rm, where ) is the Kronecker
product and H = [H; j](m+1)x(m+1) and each entry H; ; is defined by

1
H,; , :/ B;  (t)Bj i (t)dt,
0

then (19) can be rewritten in compact form as:
1
T S{(XTZX) + (UTWU)}, (20)

where Z = [z ;] and W = [w; ;].
From (17) we know that X7 = II + UTT, so the necessary condition that U
minimizes (20) and satisfy (17) is that

oJ
_ TZPT T _
0 X +U"W =0,

SO
Ut = xTzrtwL (21)

The above equation gives the optimal feedback control and by replacing (21)
in (17), we can easily find the optimal state as well.

We need to mention that, since the Bernstein coefficients of positive func-
tions in L2[0,1] are positive [7] and it was assumed that R(t) is positive def-
inite, then R; ; is a positive vector. Also because B, n,(t) > 0 for t € (0,1),
it’s clear that
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T ()R ; = R, @, ()®1 (1) >0,  te0,1],

therefore f{,] and as the result W; ; = H ®Ru are positive definite and
consequently invertible matrices.

5 Convergence of the method

In this section, we show the convergence of the presented method discussed
in this article. First we prove the following lemma.

Lemma 5.1. Let XT®,,(t) = Z?:o X,;Bjm(t) be the Bernstein poly-
nomial of order m that approzimates the function z(t) € L*[0,1]. Then
oIf(XT®,, (1)), tends to oI x(t) as m tends to infinity.

Proof. By Lemma 3.3 we have

LMoo i X;Bjm(t) = x(t). (22)

=0

Since Bj m,(t) is a continuous function, we have

tzm_ X'B‘m(T) m t B. (7_>
Lit—s o0 JZ0TT I g = i X‘/i”” dr.
s /0 S =l 2 |

By (22) and from Definition 2.2, we obtain

. m
/ (x(,r)ad'r = F(OZ) llmm%oo E Xj OI?Bj’m(t)7
0 ' 7=0

or

m
oI () = limm oo Y Xj oI Bjm (t) = limm 0o X oL@y (). (23)
7=0

In (14), I, = AXPT where the i-th column of P is the Bernstein approx-
imated coefficients of t**¢ for i = 0,--- ,m. Now, regarding the convergence
of the Bernstein approximation of every functions in L?([0, 1]), one can write
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ta
> j=0 Pj.0Bjn(t) fta

> im0 PiiBin(t)
1imy, 00 PT® (1) = limny, oo =0 J, !

Z?:o Pj,mBj,n(t) tm.—&-oe

therefore, limnﬁooAiPT‘Im(t) = AY limp— oo PT®,(t) = AT, or as ex-
plained in (12) and (13)

limp—oola®n(t) = 0Lt % P (2). (24)
From (23) and (24) we reach
oI (t) = limm 0o XL 1ty 00 la®,(t).
Given n > m will complete the proof. (]

Theorem 5.1. The approvimated solutions T(t) = X1 ®,,(t) and u(t) =
UT®,,(t) in which (X,U) is achieved from (17) and (21), converge to the
optimal solutions x*(t) and u*(t) as the degree of the Bernstein polynomials
tend to infinity.

Proof. Suppose W, is the set of all (UL, XT)®,,(:) where X,U € R™*!
and satisfy (17), also W is the set of all (u(:),z(-)) satisfy (2) and (3).
Let U be the optimal solution of (20) where obtained from (21) and X be
the solution of (17) obtained by replacing U in eqation (17). Therefore
(UT, XT)®,,(-) € W,,. By the convergence property of Bernstein polyno-
mials, for (U7, XT)®,,(-), there exists a unique pair of functions (u(-),z(-))
such that
(U7, X1®,,(-) — (a(-),z(:)) as m — 0.

Now according to Lemma 5.1 it is clear that (a(-),#(-)) € W. Moreover as
m — oo, then J(UT®,,, XT®,,) — J where J is the value of cost function
(1) corresponding to the feasible solution ((-),Z(-)). Now, since

WiC- - CWy CWip1 C--- CW,
consequently

Ianl(]lZZIanmeZITLan Jm+1ZZIanJ

141

Let J* = Infw,, Jm, so Ji = J(UT®,,, XT®,,). Furthermore, the sequence
{J},} is nonincreasing and bounded bellow which converges to a number
J > InfwJ. We want to show that J = limpym—oody, = InfyJ. Given
e >0, let (u(-),z(-)) be an element in W such that

J(u,z) < InfwJ +e, (25)
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by the definition of infimum, such (u(-),z(:)) € W exists.
Since J(u,x) is continuous, for this value of ¢, there exists N(g) so that if
m > N(e),

|J(u,z) — J(UT®,,, XT®,,)| <e, (26)

Now if m > N(e), then using (25) and (26) gives
JUT®,,, XT®,,) < J(u,z) + ¢ < InfyJ + 2,
on the other hand
InfwJ < J5 = Infw, Jm < JUT®,,, XT®,,),
o)
Infwd < J; <InfwJ+ 2e,

or
0< J: — InfwJ < 2,

where ¢ is chosen arbitrary. Thus

J =limmsoody, = InfwJ. O

6 Numerical examples

In this section we give some numerical examples and apply the method
presented in Section 4 for solving them. Our examples are solved using
Matlab2011a on an Intel Core 15-430M processor with 4 GB of DDR3 Mem-
ory. These test problems demonstrate the validity and efficiency of this tech-
nique.

Example 6.1. Consider the following delay fractional optimal control prob-
lem in which 0 < o < 1,

min J =1 [1[22(t) + Lu?(t)]dt,

st §Dpx(t) = —a(t) + ot — 5) +ult) — su(t—32), 0<t<1,
z(t) =1, fégtgo,
u(t) =0, *gﬁtgo-

For a = 1, this problem has been numerically solved by applying hybrid
functions based on Legendre polynomials in [19] and the objective value
I = 0.3731 has been achieved. Whilst, in the presented method the solu-
tion has the objective value J* = 0.3956 for a = 1 and m = 6. Thus, our
results with m = 6 are in good agreement with the results demonstrated in
[19] for @ = 1. In addition, by varying the value of o we can obtain the op-
timal control u(-) and trajectory function z(-) which are shown respectively
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—a=1

Figure 1: Approximate solution of u(.) for o = 1,0.999,0.99 in Example 6.1

Figure 2: Approximate solution of z(.) for a = 1,0.999,0.99 in Example 6.1
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Table 1: The objective value and the end point of trajectory for o = 1,0.999,0.99 in
Example 6.1

o ‘ objective value end-point

1 0.3956 0.6775
0.999 0.3283 0.6443
0.99 0.2907 0.6249

Table 2: The objective value and the end points of trajectories for & = 1,0.9,0.8 in
Example 6.2

« | objective value end points

1 0.7245 —0.4691 , —0.0113
0.9 1.0291 —0.6477 , 0.3202
0.8 0.7299 —0.4324 | 0.4674

for some values of « in Fig.1 and Fig.2. Moreover, for these values of o the
objective values and the end points of optimal trajectory are shown in Table
1.

Example 6.2. Consider the following two-dimensional DFOCP in which
0<a<l,

min J = %fol{[wl(t) z9(1)] [tl tl;} [21(8) 22()])T + (82 + 1)u2(t) }dt,

st DY {28} - V“ 1}

This problem for o = 1 has been studied in [19], where the obtained approx-
imated cost function is I = 1.5622. Using the presented method for o = 1
and m = 6, gives the approximated cost function as J* = 0.7245. So we
achieved satisfactory numerical results in comparison with what have been
obtained in [19] for « = 1. Also by varying the value of a the obtained
control and trajectories functions are shown respectively in Fig.3, Fig.4 and
Fig.5. Moreover, for these values of o the objective values and the end points
of optimal trajectories are shown in Table 2.



An approximation method for numerical solution of ... 91

Figure 3: Approximate solution of u(.) for a = 1,0.9, 0.8 in Example 6.2

—a=1

x1

Figure 4: Approximate solution of z1(.) for & = 1,0.9,0.8 in Example 6.2
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—0r=1
—a=09
=08

w2

Figure 5: Approximate solution of z2(.) for a = 1,0.9,0.8 in Example 6.2

7 Conclusion

In this paper, we peresent a new method of using Bernstein polynomials
for solving DFOCP’s. We approximate the objective function and find a
feed back control which minimizes the cost function. Then by replacing the
optimal control in the constraints, we get an algabric system which can be
solved in terms of the approximate coefficents of trajectory. The convergence
of the method is extensively discussed and some test problems are included
to show the efficiency of this very easy to use and accurate method.
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A successive iterative approach for two
dimensional nonlinear
Volterra-Fredholm integral equations

A. H. Borzabadi* and M. Heidari

Abstract

In this paper, an iterative scheme for extracting approximate solutions
of two dimensional Volterra-Fredholm integral equations is proposed. Con-
sidering some conditions on the kernel of the integral equation obtained by
discretization of the integral equation, the convergence of the approximate
solution to the exact solution is investigated. Several examples are provided
to demonstrate the efficiency of the approach.

Keywords: Volterra-Fredholm integral equation; Iterative method; Dis-
cretization; Approximation.

1 Introduction

The integral equations provide important tools for modeling a wide range
of phenomena and processes [14], and solving many problems in engineering
and mechanics which are dependent on finding the solution of their integral
equations. They are widely used in plasma physics [10], deblurring of two
dimensional images [8, 20], solving applied boundary value problems [1] and
Laplace’s equations with boundary conditions [16]. Upon the importance
of the integral equations, different numerical methods have been developed
over the years to tackle them, such as time collocation and time discretization
methods [6, 15], trapezoidal Nystrom method [11], Adomian decomposition
method [9, 17] and successive iterative scheme [5] but few of them can be used
for solving two dimensional integral equations such as two dimensional block
pulse functions [3], finite difference inequalities [19], time-stepping methods
[7] and block-by-block method [4].
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Studies on iterative approaches play an important role to accelerate con-
vergence rate in solving any system of equations generated by discretizing
mathematical models in science and engineering problems [5]. The objective
of this study is to present an iterative approach for extracting approximate
solutions of two dimensional Volterra-Fredholm integral equations as

t b
u(z,t) = f(x,t) —|—/ / k(z,t,y, z,uly, 2))dydz, (z,t) € D :=[a,b] x [¢,d],
(1)

where f(z,t) (source function) and k(z,t,y,z,u) (kernel function) are the
given analytical functions defined on D and D x D x R, respectively. The
existence and uniqueness of the solution for equation (1) are discussed in
[12, 15]. This work can be considered as an extension of the method proposed
in [5]. Note that, the present approach is applicable to a wide class of integral
equations. The structure of the report is as follows. In Section 2 we transform
the integral equation into a discretized form. Then, in Section 3, we introduce
an successful numerical approach which is used subsequently for making up
the solution algorithm in Section 4. Section 5 demonstrates the efficiency and
advantages of the proposed algorithm whilst Section 6 concludes the paper.

2 Integral equation transformation

Let A(l) = {CL =20, L1, , Tp—1,Tn = b}; A(Q) = {C =to,t1, s lm—1,tm =
d} be equidistance partitions of [a,b] and [c,d], respectively, where h, =
Tit1 — %4, 9 =0,1,--- ,n—1and hy =t;41 —t;, j =0,1,--- ,m — 1 are the
discretization parameters of the partitions. Now, if u*(x,t) be an analytical
solution of (1), then for the partitions A A®) on [a,b] and [c,d], we have

U*(x'htj) = f(xivtj) +/ / k(mivtjvzhzv’U’*(y72))dydzv (2)

where i = 0,1,--- ,n and j = 0,1,--- ,m. In (2), the integral term can be
estimated by a numerical method of integration, e.g. Newton-Cotes methods.
Therefore, by taking equidistance partitions A, A as above with hy =
Yie1 — Y, 1 =0,1,--- ,n—1h, =241 —2;, j=0,1,--- ,m—1, and also
the weights w;, i = 0,1,--- ,n and wj , r = 0,1,---,j, equality (2) can be
written as,

Jj n
uiy = fig+ Y > wh wik(@ity gz, ui,) + O(hy) + O(h),  (3)

r=0 [=0
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where u; ; = u* (i, t;), fi; = f(zit;), i=0,1,---,n,j=0,1,--- ,m, and
v, v depends upon the employed method of Newton-Cotes for estimating the
integral in (2).

For partitions AM)| A®) we consider a nonlinear equations system ob-
tained by neglecting the truncation error of (2), as follows,

i n
’ . .
Eij=Fig+ 20 D wi wik(zg bty zr. €y ), i =01, ,n,j =01, ,m, (4)
r=01=0

and suppose that the exact solution of nonlinear system (4) are &t =
0,1,---,n,7=0,1,--- ,m. In the following proposition, we seek the condi-
tions of vanishing |uf; — &7;[,4=0,1,--- ,n,j=0,1,--- ,m.

proposition 2.1.Suppose,
. * * _ i ko ¢k
(1) |up,q - 5p,q‘ = max(?gjé;«; |ui7j i7j|’

(i0) k(z,t,y,2,u(y, 2)) € C(D x D x R),
(141) ky(x,t,y, z,u(y, 2)) exists on D x D xR and v < m, where

Y= sup |ku(x,t,y,z,u(y,z))|.

z,y€la,b]
t,z€[c,d]
Then
W< |O(hy)| +|O(h%)] 5)
pa Sal ST - o

Proof. By (3) and (4), we have

q n

u;,q - ;,q = ZZwérwl(k(xpvtqulvZT’UT,T) - k(xpatqulazragl*,r))
r=0 1=0

+O(h;) + O(hY).
According to (#i7)
* * 6k * * *
k(xpa g, Yis Zr, ul,r) - k(xpv g Y, 2r, gl,r) = %(x;m tg Yty Zrs nl,r)(ul,r - glm)v

(6)
where for each | =0,1,--- ,n,r =0,1,--- ,m, 1, is a real number between
uj, and &, Again by (iii) and (6), we conclude that

q n
juh g = 5l <SSl wiluf, — &+ O(hY)] +|0(hY)]
r=0 [=0
q n
<lu g — &gl DS wl wi+ [O(RY)| + [O(hE)].

r=01=0
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Since in every Newton-Cotes formula Y 757" jw; w; = (b —a)(d — ¢),

e | |O0(hy)| + |O(hY)
pa Sal S TG - o
O
Inequality (5) leads to the following corollary, corollary 2.2. |uy ,—&5 |

vanishes when h, and h, tend to zero.

Now, to find the approximate solution, one needs to solve nonlinear equa-
tion (4).

3 The successive numerical approach

Iterative methods are widely used for finding approximate solution of non-
linear systems of equations [21]. Borzabadi et. al. in [5] presented a succes-
sive substitution, similar to Gauss-Seidel method for solving one dimensional
Fredholm integral equation. The nonlinear system of equations (4) has also a
structure that permits us to approximate its solution by a similar successive
iterative approach presented in [5]. Hereby we define an iterative process
which leads to the sequence of matrices {& (k)}. The components of the ma-
trices satisfy the iteration formula,

7 n
k+1 k
Ei(’j+ ) = fl,] + ZZw}7,wlk<xi7tj7ylaz’ragl(’r))) (7>
r=0 [=0
where ¢ = 0,1,--- ,n,7 = 0,1,--- ,m and kK = 0,1,---. Though, the con-

vergence scheme can be constructed for detecting approximate solution (4).
However, we first study the conditions that guarantee the convergence of the
sequence {£()}.

theorem 3.1. Considering assumptions of Proposition 2.1, the produced
sequence {€®)} from the iteration process (7) tends to the exact solution of
(4), say £, for any arbitrary initial matriz £©).

Proof. By (4) and (7) we have,
k1) L& k)
gz(,] - g;k,j = Zzw;’Twl(k(xi7tj7yla Z’f‘vgl(,r ) - k(xi7tj7yla Z’r‘agl*,r))’

r=0 1=0

and according to condition (iii) of Proposition 2.1,
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7 n
k1 X ok k)\ o (k
E( ) 5',3’ = Zng'rwl8u(xmtjayl7zrvn[(7))( ( ) glr)

r=0 =0
where nl(]i) is a real number between 5[“? and &, for [ = 0,1,---,n and
r=20,1,--- ,m. Thus one may obtain the following inequalities
k+1 k
|£( ) | < maX g( ,j|zzw wl| xpatqulvzr,nl(7r))|
O<]<m r=0 1=0
m n
* /
< gmax (65 = €512 w,
0<]<’m r=01=0

where ¢ = 0,1,---,n,j = 0,1,--- ,m. By setting A = v(b — a)(d — ¢) we
conclude that

k+1) (k) *

<A c .
fmax |6 il S max g7 — & ]
0<j<m 1<j<m

By mathematical induction on k, we get

max (65 — &7, < A max (¢ - &1,

0<i<n
0<j<m 0<]<m
for each £k = 0,1,---. Since 0 < A < 1, then, ¥ — 400 implies that
maxo<i<n |§; ; kH) *j| vanishes. O
0<j<m ’

4 Algorithm of the approach

In this section, we propose an algorithm on the basis of the above discussions
to solve the Volterra-Fredholm integral equation (1). This algorithm is pre-
sented in two stages, the initialization and the main steps.

Initialization

Choose € > 0, and equidistance partitions AN = {a = 20 = yo, 21 =
Y, Tl = Yn—-1,Tn = Yo = b} on [a,b] with the step size h, =
Tig1 — x4, =01, n—1,plus A® ={c =1ty = 20,t1 = 21, ,tn_1 =
Zn—1,tn = 2z, = d} on [c,d] with the step size hy = tj41 —t;, j =
0,1,---,m — 1 and an initial matrix £©. Set &k = 0 and go to the main
steps.

Main steps

Step 1. Compute £¢*+1) by (6), and go to Step 2.
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Step 2. Compute max g<i<n |§(k+1) (k)| and go to Step 3.
0<j<m

Step 3. If max0<l<n |§(k+1) -j \ < ¢, stop; Otherwise, set k = k + 1 and
0<j<m ’
go to step 1.

In the next section the advantages and the influence of the proposed
approach in thrilling convergence rate of the solution for the problems is
demonstrated via some examples.

5 Numerical examples

Suppose u*(z,t) is the exact solution of Volterra-Fredholm integral equation
(1) and éi,j, 1=0,1,---,n, 5 =0,1,--- ,mis asolution obtained by applying
the given algorithm with a known e > 0 and partitions A" and A®). To
compare the precision of the approximate solution, the discrete error function

e(x;, t;) = |u* (x4, t;) — (xl, L i=0,1,--- n, 5=0,1,---,m, (8)
is established.

Example 5.1. In this example, we apply the developed method to a two
dimensional Fredholm integral equation as follows [13],

1
u<x’t):(1+x+t)2 1+t // 1+y+z) 2(y, 2)dydz.

m on [0, 1] x
[0,1]. We take ¢ = 10~ and partitions with the discretization parameters
hy = ﬁ and h; = ﬁ. The initial matrix 5(0) = 0 is considered first to
start the algorithm. In Table 1, one can see all acceptable values for error
estimation (8) which is obtained by applying the developed algorithm to the
illustrated equation.

This integral equation has analytical solution u(z,t) =

Table 1: Error estimation for Example 5.1

zt| 0.0 0.2 0.4 0.6 0.8 1.0

0.0 0.000 0.000 0.000 0.000 0.000 0.000

0.2 | 3.980 x 1076 3.317x 1076 2.843x 1076 2483 x 1076 2211 x107% 1.990 x 106
0.4 | 7.958 x 1076  6.631 x 1076 5.684 x 1076 4.973 x 1076  4.421 x 10~¢ 30979 x 106
0.6 | 1.193 x 107°  9.943 x 1076 8522 x 1076  7.457 x 1076  6.629 x 10~¢  5.966 x 10~¢
0.8 | 1.590 x 107°  1.325 x 10™° 1.136 x 1075  9.940 x 1076 8.835 x 10~¢  7.952 x 106
1.0 [ 1.987 x 107°  1.656 x 107° 1.420 x 107° 1.242 x 10™°> 1.104 x 10~>  9.937 x 10~

Example 5.2. In this example, we apply our method for the following two
dimensional Fredholm integral equation [2],
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17 1 Lt
u(w,t) = ze b — 51& -5 + gxe_l + / / (xy + te*)u(y, z)dydz.
o Jo

The analytical solution of this integral equation is u(z,t) = ze™ + ¢
on [0,1] x [0,1]. By solving this equation, we observe that the proposed
algorithm does not give rise to a convergent sequence. So, to overcome this
shortcoming, we put [0,0.1] x [0,0.1] in place of [0,1] x [0,1], where the
conditions of Theorem 3.1 hold. Then

1799 43

9 1
u(z,t) =ze 4 ——t— ———x+ —te "l 4 ze !
2000 120000 100 3000

0.1 ;0.1
+ / / (zy + te®)u(y, z)dydz.
o Jo

Table 2 shows that in this region of integration, approximate solution tracks
the exact one, almost precise.

Table 2: Error estimation for Example 5.2

zt | 0.0 0.02 0.04 0.06 0.08 0.1

0.0 0.000 3.598 x 10711 7.197 x 10~ 1.080 x 10~ 1.439 x 1071 1.799 x 10~ 10
0.02 [ 3178 x 10711 6.776 x 10~'*  1.037 x 10~1°  1.397 x 10710 1.757 x 10710 2117 x 10~1°
0.04 | 6.356 x 10711 9.954 x 10~'*  1.355 x 10710 1.715 x 10710 2075 x 10~10 2435 x 10~1°
0.06 | 9.533 x 1071 1.313x 10710 1.673 x 10~1° 2,033 x 10710 2.393 x 10710 2.752 x 10~1°
0.08 | 1.271 x 1071 1.631 x 1071  1.991 x 10719 2351 x 1071©  2.710 x 10~1°  3.070 x 10~10
0.1 | 1.589 x 10710 1.949 x 1070 2.308 x 10710 2.668 x 10719 3.028 x 10~'0  3.388 x 10~1°

Example 5.3. In this example, we apply the proposed method to the fol-
lowing two dimensional Volterra integral equation [18],

x?sin?(t), 2% sin(2t)

u(z, t) = xzsin(t)(1 — 9 )+ TO( 5 t)

+/0t /Ox(ny + cos(2))u2(y, 2)dyd:=.

This integral equation has analytical solution u(z,t) = zsin(t) on [0, 1] x
[0,1]. We take ¢ = 107 and partitions with the discretization parameters
he = 155 and hy = 7&5. The initial matrix ¢() = 0 is considered for starting
the algorithm. Table 3 illustrates the precision of the approximate solution
by showing the error criteria (7) corresponding to the given partition.

Table 3: Error estimation for Example 5.3

zt | 0.0 0.2 0.4 0.6 0.8 1.0

0.0 | 3.906 x 10731 2.651 x 10733 1.716 x 10733  7.961 x 107>*  2.432 x 1073*  4.102 x 10=%°
0.2 [ 3227 x 10733 1.722 x 107%  8.025x 1078  2.172x 1077  4.268 x 10~7  6.769 x 1077
0.4 [ 4711 x 10733 8889 x 107% 2,616 x 1077 5724 x 1077  1.025 x 10~¢  1.569 x 1076
0.6 [ 1.199 x 10732 2,928 x 1077  7.087 x 1077  1.338 x 107  2.213x 107¢  3.293 x 1076
0.8 | 5513x 10732 7.761 x 1077 1.742x 107  3.063 x 1075  4.852x 107¢  7.135 x 1076
1.0 | 3.906 x 10731 1.833 x 1076 4.003 x 107¢  6.847 x 1076  1.067 x 107>  1.571 x 10~°
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Example 5.4. In this example, we apply our method to a Volterra-Fredholm
integral equation as follows [3],

t 1
u(w,t) = 2% + xt — i95154 - i91:t5 +/ / wty? 22y, 2)dydz.
15 16 o Jo
This integral equation has analytical solution u(x,t) = 22+xt on [0, 1] x [0, 1].
We take ¢ = 1076 and partitions with the discretization parameters h, = ﬁ
and h; = 1—(1)0. The initial matrix £©) = 0 is considered for starting the
algorithm. Table 4 exhibits good error values by applying the developed

algorithm.

Table 4: Error estimation for Example 5.4

zt]| 00 0.2 0.4 0.6 0.8 1.0

0.0 [ 0.000 0.000 0.000 0.000 0.000 0.000
0.2 | 0.000 4.063 x 1078 2,567 x 10~7  9.000 x 1077 2.425 x 1076 5.598 x 106
0.4 [ 0.000 8.126x 107 5.133x10~7 1.800 x 10=% 4.850 x 10~ 1.119 x 10~°

0.6 | 0.000 1.219x10°7 7.699 x 10~7 2.700 x 106 7.276 x 107 1.679 x 10~
0.8 ] 0.000 1.625x 10~7 1.027 x 10~% 3.600 x 10~ 9.701 x 1079 2.239 x 10~°
1.0 | 0.000 2.031 x 107 1.283 x 1076 4.500 x 1076 1.213 x 10~®> 2.799 x 10~°

6 Conclusions

In this paper, an iterative approach for obtaining approximate solutions for
two dimensional Volterra-Fredholm integral equations, considering some spe-
cial conditions on the kernel, as continuous differentiability of kernel, is pro-
posed. Theorem 3.1 provides a sufficient condition for convergence of the
approach, but it is not necessary. Therefore, Examples 5.1, 5.3, and 5.4 show
that, despite the lack of conditions, convergence of the proposed method
holds for a class of two dimensional Volterra-Fredholm integral equations.
Also the changing in problem for holding conditions of Theorem 3.1 lead to
the convergence of the method, as it is described in Example 5.2. The valid-
ity and efficiency of the proposed scheme is demonstrated on the examples
included.
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