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ciplines, pool their insight, knowledge and efforts by communicating via this
international journal.
In order to assure high quality of the journal, each article will be reviewed
by subject-qualified referees.
Our expectations for IJNAO are as high as any well-known applied math-
ematical journal in the world. We trust that by publishing quality research
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Hopf bifurcation analysis of a delayed
five-neuron BAM neural network with

two neurons in the X-layer

E. Javidmanesh and Z. Afsharnezhad

Abstract

In this paper, a bidirectional associative memory (BAM) neural network,

which consists of two neurons in the X-layer and three neurons in the Y-
layer, with two time delays will be studied. We conclude that under some
assumptions, Hopf bifurcation occurs when the sum of two delays passes
through a critical value. A numerical example is presented to support our

theoretical results.

Keywords: Neural network; Hopf bifurcation; Characteristic equation; Time
delay.

1 Introduction

The attention of many scientists (eg., mathematicians, physicists, computer
scientists, engineers and so on) have been attracted toward the dynami-
cal characteristics of artificial neural networks since Hopfield constructed
a simplified neural network (NN) model [1]. As time delays always oc-
cur in the signal transmission, Marcus and Westervelt proposed an NN
model with delay [2]. Many dynamical behaviours such as periodic phe-
nomenon, bifurcation and chaos have been discussed on these systems (e.g.
[3, 4, 5, 6, 7, 8, 9, 2, 10]).

The bidirectional associative memory (BAM) networks were first intro-
duced by Kasko (e.g. [11, 12]). The properties of periodic solutions are
significant in many applications. It is well known that BAM NNs are able
to store multiple patterns, but most of NNs have only one storage pattern
or memory pattern. BAM NNs have practical applications in storing paired
patterns or memories and have the ability of searching the desired patterns
through both forward and backward directions.
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2 E. Javidmanesh and Z. Afsharnezhad

The delayed BAM neural network is described by the following system:{
ẋi(t) = −µixi(t) +

∑m
j=1 cjifi(yj(t− τji)) + Ii (i = 1, 2, . . . , n)

ẏj(t) = −υjyj(t) +
∑n
i=1 dijgj(xi(t− σij)) + Jj (j = 1, 2, . . . ,m)

(1)

where cji and dij are the connection weights through the neurons in two
layers: the X-layer and the Y-layer. The stability of internal neuron processes
on the X-layer and Y-layer are described by µi and υj , respectively. On the
X-layer, the neurons whose states are denoted by xi(t) receive the input
Ii and the inputs outputted by those neurons in the Y-layer via activation
function fi, while the similar process happens on the Y-layer. Also, τji and
σij correspond to the finite time delays of neural processing and delivery of
signals. For further details, we refer to [12, 11].

Since a great number of periodic solutions indicate multiple memory pat-
terns, the study of Hopf bifurcation is very important for the design and
application of BAM NNs. In fact, various local periodic solutions can arise
from the different equilibrium points of BAM NNs by applying Hopf bifur-
cation technique. But the exhaustive analysis of the dynamics of such a
large system is complicated, so some authors have studied the dynamical
behaviours of simplified systems. For example, the simplified three-neuron,
four-neuron, five-neuron and six-neuron BAM NNs with multiple delays have
been studied in [13, 14, 6, 15, 8, 9, 16, 17, 10, 18, 19, 20]. It should be noted
that in the above papers, the systems which have been considered, just con-
sist of one neuron in the X-layer and other neurons in the Y-layer. This way
of choosing the systems simplifies the analysis. Also, [20] studied the stability
and local Hopf bifurcation of a five-neuron ring neural network with delays
and self connection. However, there are many other forms of BAM NNs that
have not been studied.

Motivated by the above, in this paper, we consider the following five-
neuron BAM neural network. We should point out that in [21], the following
system has been studied through center manifold theory, but here, we study
this system according to the distribution of roots. In [14], a more simplified
form of (2) with some assumptions has been considered, but they have stated
some results of synchronization.

ẋ1(t) = −µ1x1(t) + c11f1(y1(t− τ2)) + c21f1(y2(t− τ2))
+c31f1(y3(t− τ2))

ẋ2(t) = −µ2x2(t) + c12f2(y1(t− τ2)) + c22f2(y2(t− τ2))
+c32f2(y3(t− τ2))

ẏ1(t) = −υ1y1(t) + d11g1(x1(t− τ1)) + d21g1(x2(t− τ1))
ẏ2(t) = −υ2y2(t) + d12g2(x1(t− τ1)) + d22g2(x2(t− τ1))
ẏ3(t) = −υ3y3(t) + d13g3(x1(t− τ1)) + d23g3(x2(t− τ1))

(2)

where µi > 0(i = 1, 2), υj > 0(j = 1, 2, 3), cj1, cj2(j = 1, 2, 3) and
di1, di2, di3(i = 1, 2) are real constants. The time delay from the X-layer



Hopf bifurcation analysis of a delayed five-neuron BAM neural network 3

to another Y-layer is τ1, while the time delay from the Y-layer back to the
X-layer is τ2, and there are two neurons in the X-layer and three neurons in
the Y-layer. First, we take the sum of the delays τ = τ1+τ2 as parameter and
we will show that the zero solution loses its stability and Hopf bifurcation
occurs when τ passes through a critical value.

This paper is organized in four sections. In section 2, we will analyze the
stability and Hopf bifurcation. To illustrate the results, numerical simulation
is presented in section 3. Finally, in section 4, some main conclusions are
stated.

2 Stability analysis and Hopf bifurcation

First, we need to explain some transformations stated in [21]. Letting u1(t) =
x1(t− τ1), u2(t) = x2(t− τ1), u3(t) = y1(t), u4(t) = y2(t), u5(t) = y3(t) and
τ = τ1 + τ2, system (2) can be rewritten as the following equivalent system:

u̇1(t) = −µ1u1(t) + c11f1(u3(t− τ)) + c21f1(u4(t− τ))
+c31f1(u5(t− τ))

u̇2(t) = −µ2u2(t) + c12f2(u3(t− τ)) + c22f2(u4(t− τ))
+c32f2(u5(t− τ))

u̇3(t) = −υ1u3(t) + d11g1(u1(t)) + d21g1(u2(t))
u̇4(t) = −υ2u4(t) + d12g2(u1(t)) + d22g2(u2(t))
u̇5(t) = −υ3u5(t) + d13g3(u1(t)) + d23g3(u2(t))

(3)

To establish the main results for system (3), it is necessary to make the
following assumption:

(H1) fi, gj ∈ C1, fi(0) = gj(0) = 0, (i = 1, 2; j = 1, 2, 3).

Note that the above assumption is necessary for linearization. It is easily
seen that the origin (0, 0, 0, 0, 0) is an equilibrium point of (3). Under the
hypothesis (H1), the linearization of (3) at (0, 0, 0, 0, 0) is

u̇1(t) = −µ1u1(t) + α31u3(t− τ) + α41u4(t− τ) + α51u5(t− τ)
u̇2(t) = −µ2u2(t) + α32u3(t− τ) + α42u4(t− τ) + α52u5(t− τ)
u̇3(t) = −υ1u3(t) + α13u1(t) + α23u2(t)
u̇4(t) = −υ2u4(t) + α14u1(t) + α24u2(t)
u̇5(t) = −υ3u5(t) + α15u1(t) + α25u2(t)

(4)

where αmi = ckif
′
i(0), αim = dikg

′
k(0) for m = 3, 4, 5, k = m − 2, i = 1, 2.

Then the associated characteristic equation of (4) is
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det


λ+ µ1 0 −α31e

−λτ −α41e
−λτ −α51e

−λτ

0 λ+ µ2 −α32e
−λτ −α42e

−λτ −α52e
−λτ

−α13 −α23 λ+ υ1 0 0
−α14 −α24 0 λ+ υ2 0
−α15 −α25 0 0 λ+ υ3

 = 0,

i.e.,

λ5 + aλ4 + bλ3 + cλ2 + dλ+ e+ (a1λ
3 + b1λ

2 + c1λ+ d1)e
−λτ

+ (a2λ+ b2)e
−2λτ = 0, (5)

where
a = υ1 + υ2 + υ3 + µ2 + µ1,
b = υ1υ2 + µ2υ1 + µ2υ2 + υ3µ1 + υ1υ3 + υ2υ3 + υ3µ2 + υ1µ1 + υ2µ1 + µ1µ2,
c = µ2υ1υ2+υ1υ3µ1+υ2υ3µ1+µ2υ3µ1+υ1υ2υ3+υ1υ3µ2+υ2υ3µ2+υ1υ2µ1+
µ2υ1µ1 + µ2υ2µ1,
d = µ2υ1υ2υ3 + µ2υ1υ2µ1 + υ1υ2υ3µ1 + µ2υ1υ3µ1 + µ2υ2υ3µ1,
e = υ3µ1µ2υ1υ2,
a1 = −α52α25 − α24α42 − α32α23 − α31α13 − α41α14 − α51α15,
b1 = −α52α25(υ1 + υ2 +µ1)−α24α42(υ1 + υ3 +µ1)−α32α23(υ3 + υ2 +µ1)−
α31α13(υ3 + υ2 + µ2)− α41α14(υ1 + υ3 + µ2)− α51α15(υ1 + υ2 + µ2),
c1 = −α52α25(υ1υ2+µ1υ2+µ1υ1)−α24α42(υ1υ3+µ1υ3+µ1υ1)−α32α23(υ3υ2+
µ1υ2 + µ1υ3)− α31α13(υ3υ2 + µ2υ3 + µ2υ2)− α41α14(υ1υ3 + µ2υ3 + µ2υ1)−
α51α15(υ1υ2 + µ2υ1 + µ2υ2),
d1 = −α52α25µ1υ1υ2 − α24α42µ1υ1υ3 − α32α23µ1υ2υ3 − α31α13µ2υ2υ3 −
α41α14µ2υ3υ1 − α51α15µ2υ1υ2,

a2 = α31α13α52α25 + α31α13α24α42 − α31α14α42α23−
α31α15α52α23 − α41α13α32α24 + α41α14α52α25+

α41α14α23α32 − α41α15α52α42 − α51α13α32α25−
α14α42α25α51 + α51α15α42α24 + α51α15α23α32,

b2 = α31α13α52α25υ2 + α31α13α24α42υ3 − α31α14α42α23υ3

− α31α15α52α23υ2 − α41α13α32α24υ3 + α41α14α52α25υ1

+ α41α14α23α32υ3 − α41α15α52α42υ1 − α51α13α32α25υ2

− α14α42α25α51υ1 + α51α15α42α24υ1 + α51α15α23α32υ2.

To study the distribution of the roots of (5), we make the following assump-
tion: (If we assume that a2 = b2 = 0 instead of (H2), the results in this case
can be obtained from [19] analogously.)

(H2) a1 = b1 = c1 = d1 = 0.
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Then Eq. (5) reduces to

λ5 + aλ4 + bλ3 + cλ2 + dλ+ e+ (a2λ+ b2)e
−2λτ = 0. (6)

Obviously, iω(ω > 0) is a root of Eq. (6) if and only if ω satisfies (the real
and imaginary parts have been separated){

−b2cos(2ωτ)− a2ωsin(2ωτ) = aω4 − cω2 + e,
−a2ωcos(2ωτ) + b2sin(2ωτ) = ω5 − bω3 + dω.

(7)

Taking square on the both sides of the equations of (7) and summing them
up, we obtain

ω10+(a2−2b)ω8+(b2+2d−2ac)ω6+(c2+2ae−2bd)ω4+(d2−2ce−a22)ω2

+ e2 − b22 = 0. (8)

Let z = ω2 and for convenience, denote

p = a2−2b, q = b2+2d−2ac, r = c2+2ae−2bd, v = e2−b22, s = d2−2ce−a22.

Then Eq. (8) becomes

z5 + pz4 + qz3 + rz2 + sz + v = 0. (9)

Suppose that
h(z) = z5 + pz4 + qz3 + rz2 + sz + v.

The fact that Eq. (9) has positive roots is a necessary condition for the
existence of pure imaginary roots of (6). The following four lemmas, which
have been proved in [20], are going to be used to establish the distribution
of positive real roots of Eq. (9). We should mention that the coefficients of
Eq. (9) are different from those in Lemmas 2.1-2.4 in [20], but they have not
changed the results of the lemmas. Hence, we can prove the following four
lemmas analogously. So, we do not state the proofs.

Lemma 1. If v < 0, then Eq. (9) has at least one positive root.

Now, to study the distribution of positive roots of (9) when v ≥ 0, consider
the following equation that comes from h′(z) = 0:

5z4 + 4pz3 + 3qz2 + 2rz + s = 0. (10)

Substituting z = y − p
5 in Eq. (10), we have

y4 + p1y
2 + q1y + r1 = 0, (11)

where p1 = − 6
25p

2 + 3
5q, q1 = 8

125p
3 + 6

25pq +
2
5r, r1 = − 3

625p
4 + 3

125p
2q −

2
25pr+

1
5s. If q1 = 0, then it is very easy to obtain the four roots of Eq. (11)
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as follows:

y1 =

√
−p1 +

√
∆0

2
, y2 = −

√
−p1 +

√
∆0

2
,

y3 =

√
−p1 −

√
∆0

2
, y4 = −

√
−p1 −

√
∆0

2
.

where ∆0 = p21 − 4r1.

Lemma 2. Assume that v ≥ 0 and q1 = 0.
(I) If ∆0 < 0, then Eq. (9) has no positive real roots.
(II) If ∆0 ≥ 0, p1 ≥ 0 and r1 > 0, then Eq. (9) has no positive real roots.
(III) If (I) and (II) are not satisfied, then Eq. (9) has positive real roots if
and only if there exists at least one z∗ ∈ {z1, z2, z3, z4} such that z∗ > 0 and
h(z∗) ≤ 0, where zi = yi − p

5 (i = 1, 2, 3, 4).

Denote p2 = − 1
3p

2
1 − 4r1, q2 = − 2

27p
3
1 +

8
3p1r1 − q21 , ∆1 = 1

27p
3
2 +

1
4q

2
2 ,

s∗ = 3

√
−q2

2
+
√
∆1 +

3

√
−q2

2
−
√
∆1 +

1

3
p1, ∆2 = −s∗ − p1 +

2q1√
s∗ − p1

and ∆3 = −s∗ − p1 − 2q1√
s∗−p1

.

Lemma 3. Suppose that v ≥ 0, q1 ̸= 0 and s∗ > p1.
(I) If ∆2 < 0 and ∆3 < 0, then Eq. (9) has no positive real roots.
(II) If (I) is not satisfied, then Eq. (9) has positive real roots if and only if
there exists at least one z∗ ∈ {z1, z2, z3, z4} such that z∗ > 0 and h(z∗) ≤ 0,

where y1 = −
√
s∗−p1+

√
∆2

2 , y2 = −
√
s∗−p1−

√
∆2

2 , y3 =
√
s∗−p1+

√
∆3

2 , y4 =
√
s∗−p1−

√
∆3

2 and zi = yi − p
5 (i = 1, 2, 3, 4).

Lemma 4. Assume that v ≥ 0, q1 ̸= 0 and s∗ < p1, then Eq. (9) has positive

real roots if and only if
q21

4(p1−s∗)2 + s∗
2 = 0, z̄ > 0 and h(z̄) ≤ 0, where

z̄ = q1
2(p1−s∗) −

1
5p.

Suppose that Eq. (9) has positive roots and without loss of generality, we
assume that it has five positive roots, denoted by z∗k, k = 1, 2, 3, 4, 5. Then
Eq. (8) has five positive roots ωk =

√
z∗k, k = 1, 2, 3, 4, 5.

By Eq. (7), we have:

cos(2ωkτ) =
a2ω

6
k + (ab2 − a2b)ω

4
k + (da2 − cb2)ω

2
k + eb2

−b22 − a22ω
2
k

,

sin(2ωkτ) =
(b2 − aa2)ω

5
k + (ca2 − bb2)ω

3
k + (db2 − ea2)ωk

a22ω
2
k + b22

.
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Thus, we get the corresponding τ
(j)
k > 0 such that the characteristic equa-

tion (6) has purely imaginary roots.

τ
(j)
k =

1

2ωk
[cos−1(−a2ω

6
k + (ab2 − a2b)ω

4
k + (da2 − cb2)ω

2
k + eb2

b22 + a22ω
2
k

) + 2jπ],

(12)
where k = 1, 2, 3, 4, 5 and j = 0, 1, 2, . . ., then ±iωk is a pair of purely imag-

inary roots of Eq. (6) with τ = τ
(j)
k . Clearly, the sequence {τ (j)k }+∞

j=0 is

increasing, and limj→+∞τ
(j)
k = +∞, k = 1, 2, 3, 4, 5.

Therefore, we can define

τ0 = τ
(0)
k0

= mink∈{1,...,5}{τ
(0)
k }, ω0 = ωk0 , z0 = z∗k0 . (13)

For convenience, we make the following hypotheses:

(H3) a > 0, ab− c > 0, c(ab− c) + a(e+ b2 − a(d+ a2)) > 0, e+ b2 > 0

(ab− c)[c(d+ a2)− b(e+ b2)]− [a(d+ a2)− e− b2]
2 > 0.

We also need the following result from Ruan and Wei [22].

Lemma 5. Consider the exponential polynomial

P (λ, e−λτ1 , . . . , e−λτm) = λn + p
(0)
1 λn−1 + . . .+ p

(0)
n−1λ+ p(0)n

+ [p
(1)
1 λn−1 + . . .+ p

(1)
n−1λ+ p(1)n ]e−λτ1 + . . .

+ [p
(m)
1 λn−1 + . . .+ p

(m)
n−1λ+ p(m)

n ]e−λτm ,

where τi ≥ 0 (i = 1, 2, . . . ,m) and p
(i)
j (i = 0, 1, 2, . . . ,m; j = 1, 2, . . . , n) are

constants. As (τ1, τ2, . . . , τm) vary, the sum of the orders of the zeros of
P (λ, e−λτ1 , . . . , e−λτm) on the open right half plane can change only if a zero
appears on or crosses the imaginary axis.

Proof. See [22].

Using Lemmas 1-5, we can easily obtain the following results on the dis-
tribution of roots of the Eq. (6).

Lemma 6. Assume that (H3) holds.
(I) If one of the following conditions holds:
(a) v < 0;
(b) v ≥ 0, q1 = 0, ∆0 ≥ 0 and p1 < 0 or r1 ≤ 0 and there exists z∗ ∈
{z1, z2, z3, z4} such that z∗ > 0 and h(z∗) ≤ 0;
(c) v ≥ 0, q1 ̸= 0, s∗ > p1, ∆2 ≥ 0 or ∆3 ≥ 0 and there exists z∗ ∈
{z1, z2, z3, z4} such that z∗ > 0 and h(z∗) ≤ 0;

(d) v ≥ 0, q1 ̸= 0, s∗ < p1,
q21

4(p1−s∗)2 + 1
2s∗ = 0, z̄ > 0 and h(z̄) ≤ 0,

then all roots of Eq. (6) have negative real parts when τ ∈ [0, τ0).
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(II) If none of the conditions (a)-(d) of (I) is satisfied, then all roots of Eq. (6)
have negative real parts for all τ ≥ 0.

Proof. When τ = 0, Eq. (6) becomes

λ5 + aλ4 + bλ3 + cλ2 + (d+ a2)λ+ e+ b2 = 0. (14)

By the Routh-Hurwitz criterion, all roots of Eq. (14) have negative real parts
if and only if (H3) holds. From Lemmas 1-4, we know that if (a)-(d) of (I)
are not satisfied, then Eq. (6) has no roots with zero real part for all τ ≥ 0.

If one of (a)-(d) holds, when τ ̸= τ
(j)
k , k = 1, . . . , 5; j = 0, 1, . . ., Eq. (6) has

no roots with zero real part and τ0 is the minimum value of τ so that Eq. (6)
has purely imaginary roots. Applying Lemma 5, we obtain the conclusion of
the lemma.

Let
λ(τ) = α(τ) + iω(τ) (15)

be the root of Eq. (6) satisfying α(τ0) = 0, ω(τ0) = ω0. Then we have the
following lemma:

Lemma 7. Suppose that z0 = ω2
0, h

′(z0) ̸= 0 and a2ω0 ̸= 0 (or b2 ̸= 0).
Then, at τ = τ0, ±iω0 is a pair of simple purely imaginary roots of Eq. (6).
Moreover,

dRe(λ(τ0))

dτ
̸= 0,

also, dRe(λ(τ0))dτ and h′(z0) have the same sign.

Proof. Differentiating Eq. (6) with respect to τ , we can easily obtain:

[
dλ

dτ
]−1 =

(5λ4 + 4aλ3 + 3bλ2 + 2cλ+ d)e2λτ + a2
2a2λ2 + 2b2λ

− τ

λ
.

Then, we get

[
dRe(λ(τ0))

dτ
]−1 =

z0
K
h′(z0),

where K = 4a22ω
4
0 + 4b22ω

2
0 . Thus, we obtain

sign{dRe(λ(τ0))
dτ

} = sign{[dRe(λ(τ0))
dτ

]−1} = sign{z0
K
h′(z0)} ̸= 0.

Since K, z0 > 0, we conclude that the sign of dRe(λ(τ0))dτ is determined by the
sign of h′(z0).

Now, we state the main theorem:

Theorem 1. Suppose that (H1), (H2) and (H3) hold.
(I) If the conditions (a)-(d) of Lemma 6 are all not satisfied, then the zero
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solution of system (3) is asymptotically stable for all τ ≥ 0.
(II) If one of the conditions (a)-(d) of Lemma 6 is satisfied, then the zero
solution of system (3) is asymptotically stable for all τ ∈ [0, τ0).
(III) If all the conditions as stated in (II) hold and h′(z0) ̸= 0, then system
(3) undergoes a Hopf bifurcation at the zero solution as τ passes through τ0.

Proof. By applying Lemmas 6, 7 and bifurcation theory, all parts can be
easily proved.

(For more information about bifurcation theory and Hopf bifurcation, see
[23].)

3 Numerical simulation

In this section, we give a numerical simulation to support our theoretical
analysis. We consider the following system

ẋ1(t) = −0.5x1(t) + tanh(y1(t− τ2))
−tanh(y2(t− τ2)) + 2tanh(y3(t− τ2))

ẋ2(t) = −x2(t) + tanh(y1(t− τ2))
+tanh(y2(t− τ2)) + tanh(y3(t− τ2))

ẏ1(t) = −2y1(t) + tanh(x1(t− τ1))− tanh(x2(t− τ1))
ẏ2(t) = −0.5y2(t) + tanh(x1(t− τ1)) + tanh(x2(t− τ1))
ẏ3(t) = −0.5y3(t) + tanh(x1(t− τ1))− tanh(x2(t− τ1))

(16)

which has (0, 0, 0, 0, 0) as an equilibrium point. From section 2, by (5) and
(8), we can compute p = 9, q = 27.375, r = 32.3125, s = −24.43359375 and
v = −0.984375. Then Eq. (9) has a unique positive real root z0 = 0.5308.

Its easy to show that τ0 = 0.885959203, h′(z0) > 0 and sign{d(Reλ(τ0))dτ } = 1.
Here, we have chosen τ1 = 0.3 and τ2 = 0.4, Figure 1 shows that the origin
is asymptotically stable. When τ passes through the critical value τ0, a Hopf
bifurcation occurs and a family of stable periodic solutions bifurcates from
the origin. In Figure 2, the bifurcating periodic solutions are presented by
choosing τ1 = 0.4 and τ2 = 0.5.

4 Conclusions

In this paper, we discussed the dynamics of a class of BAM neural network
with two neurons in the X-layer, three neurons in the Y-layer and two time
delays. We have proved that the zero solution loses its stability and Hopf
bifurcation occurs. In fact, a family of periodic solutions bifurcate from
the zero solution when τ passes through a critical value. Also, in the main
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Figure 1: When τ1 = 0.3 and τ2 = 0.4, the origin is asymptotically stable.

Figure 2: When τ1 = 0.4 and τ2 = 0.5, a family of periodic solutions bifur-
cates from the origin.
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theorem, we resulted asymptotically stability of the zero solution in system
(3) under some conditions. Finally, the results have been illustrated through
numerical simulations.

At the end, for further research, we would like to point out that we dis-
cussed the dynamics of a special class of BAM neural network, but the com-
plexity found in this case might be carried out to larger networks under some
conditions.
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Optimization of electron Raman
scattering in double rectangular

quantum wells

A. Keshavarz and N. Zamani

Abstract

In this work, by using the particle swarm optimization the electron Raman
scattering for square double quantum wells is optimized. For this purpose,
by combining the particle swarm algorithm together with the numerical so-

lution procedures for equations, and also the perturbation theory we find the
optimal structure that maximizes the electron Raman scattering. Applica-
tion of this algorithm to the structure of asymmetric double quantum wells
shows that the differential cross section of an electron Raman scattering is

1.30390× 105Arb.Units.

Keywords: Particle swarm optimization; Electron Raman scattering; Asym-
metric double quantum wells.

1 Introduction

The possibility of nanofabrication of new electro-optical devices based in
low-dimensional systems has led to enormous interest in the investigation of
semiconductor nanostructures such as: quantum wells, quantum dots, sup-
perlattices and quantum wires, which are usually made with epitaxially grown
materials (for instance GaAs/AlAs). In recent years, there has been consid-
erable interest in double quantum well systems; because many new optical
devices based on intersubband transitions are being developed. This feature
could full the need for efcient sources of coherent mid-infrared radiation for
application in several branches of science and technology, such as commu-
nications, radar, optical electronics. For example, an intersubband Raman
laser can be built with a three-level system[1, 3, 2]. In an asymmetric double
quantum well (ASDQW) structure, which consists of two different width wells
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coupled with a thin barrier, the system consists of two GaAs wells separated
by AlxGa1-xAs barriers.

Raman scattering experiments are well known to provide a powerful tech-
nique for the investigation of direct physical properties of semiconductor
nanostructures[8, 7]. The electronic structure of nanostructures and other
materials can be studied through the use of Raman scattering processes con-
sidering different polarizations of incident and emitted radiation[4, 5]. In
all previous work, studies show that the ERS of nanostructure are strongly
affected by the material and impurities, geometrical and as well as the exter-
nal factors such as electric and magnetic elds[6, 9, 10, 11]. Studying in this
matter is based on the investigation of the effective parameters in the ERS
of those nanostructures. This property can be modified and controlled by
tuning the geometrical parameters such as barrier width and the well width
which in double quantum well contains ve parameters as shown in Fig.1. In
all of the previous works the sensitivity of the ERS for one of these parame-
ters is investigated separately, but the effect of all parameters have not been
discussed simultaneously. In the present work, we optimize the ERS with
intersubband transitions within the conduction band for ASDQW. For this
purpose, we calculate the energy eigenvalues and eigenfunctions of the sys-
tem and then by using the particle swarm optimization(PSO) method and
the variation of different values of the well parameter we obtain the optimum
structure for maximized ERS.

2 Theory

The problem of finding the bound states of an electron in the envelope func-
tion approximation for a semiconductor ASDQW systems of rectangular form
(grown along the z-direction), leads us to solving the Schrödinger equation
with constant mass m∗ is given by:(

− ℏ2

2m∗
d2

dx2
+ V (z)

)
ψ(z) = Eψ(z), (1)

where the one-dimensional V (z) is potential profile of the ASDQWs and
introduced mathematically as:

V (z) =


V0 z ≤ −(Ll +

Lb

2 ),

0 −(Ll +
Lb

2 ) < z < −(Lb

2 ),

V0 −(Lb

2 ) ≤ z ≤ (Lb

2 ),

V1 (Lb

2 ) < z < (Lr +
Lb

2 ),

V0 z ≥ (Lr +
Lb

2 )

(2)
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Fig.1 shows the schematic illustration for this structure where b is the
AlxGa1−xAs barrier thickness, Ll and Lr are the left and right GaAs quan-
tum well thickness, respectively. By using the numerical method one can be
obtained the energy levels and corresponding wave function for electrons in
conduction band of ASDQW.
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Figure 1: Schematic diagram for an asymmetric double quantum wells.

After the energies and their corresponding wave functions are obtained,
can be used to calculate the ERS that the general expression for the ERS
differential cross-section is given by[12]

d2σ

dωsdΩ
=
V 2ω2

sn(ωs)

8π3c4n(ωl)
W (ωs, es), (3)

where c is the velocity of light in vacuum, n(ω) is the refractive index as a
function of the radiation frequency, es(el) is the polarization vector for the
emitted secondary radiation field, ωs is the secondary radiation frequency,
ωl is the frequency of the incident radiation. W (ωs, es) is the transition
rate for the secondary radiation and calculated in perturbation theory and
substituting in Eq.35 the differential cross-section for a three-level system for
ASDQW is expressed in the form of[13]:[

d2σ

dΩdωs

]
i

= σ0
ωs
ωl

|M0(i)|2
E2

0

[ℏωl − ℏωs + E1 − E2]2 + Γ2
f

, (4)

where M0(i) = E0
T2,3(i)T3,1(i)

ℏωs+E2−E3+iΓa
, σ0 =

4e4n(ωs)ℏΓf

πm∗2
0 c4n(ωl)E2

0
|(el · ez)(es · ez)|2 and

E0 = ℏ2

2m∗
0d

2
r
. In this paper, a PSO is used to optimize the ASQWs structure

in order to maximize the ERS. The PSO is a modern heuristic algorithm
based on the social behaviour of bird flocks, colonies of insects, schools of
shes, and groups of animals feeding and travelling together. This algorithm
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was first introduced by Kennedy and Eberhat[14]which has now been widely
used in function optimization applicable in mathematics and physics. The
algorithm is started by initializing a population of random solutions called
particles and searches for the best position by updating production through
the following velocity and position update equations. The velocity and posi-
tion are updated by the following equations:

V elt+1
j = ω × V eltj + c1 × rand1(.)

×(Pbestj −Xt
j) + c2 × rand2(.)× (Gbest−Xt

j), (5)

Xt+1
j = Xt

j + V elt+1
j , (6)

ωt+1 = ωmax −
ωmax − ωmin

tmax
× t, (7)

where j = 1, 2, ..., NSwarm is the index of each particle, NSwarm is the number
of the swarms, t is the current iteration number, rand1(.) and rand2(.) are
random numbers between 0 and 1. V eltj is the current velocity of particle j

at iteration t, V elt+1
j is the modified velocity of particle j at iteration t+ 1,

Xt
j is the current position of particle j at iteration t, Pbestj is the optimal

coordinate value of the jth particle obtained so far and Gbest is the best
coordinate value found so far in the whole swarm. Constants c1 and c2 are
the weighting factors of the stochastic acceleration terms, which pull each
particle towards the Pbestj and Gbest. ω is a non-negative constant called
inertia weight and used to control the convergence behaviour of the PSO.
Here the position of particle involves width of two wells and barrier and
height for two wells.

3 Numerical solution and disscussion

Considering ERS of the ASDQW is strongly affected by the geometrical size
and any changes in the structure leads to changes in the ERS and the fre-
quency of the secondary radiation. Using the above optimization algorithm,
we determine the optimal structure parameters for maximized ERS. In order
to use the PSO algorithm, minimum amounts in which there are three energy
levels for quantum wells are obtained. The materil parameters used in this
paper are as follows: m∗

GaAs = 0.067m0,m
∗ = 0.067m0,m

∗
AlGaAs = 0.067m0,

m∗ = (0.067+ 0.083x)m0 where m0 is the mass of the free electron, incident
radiation energy ℏωl = 230(meV ) and the lifetimes of the final and intermedi-
ate states are given as Γa = Γf = 3(meV ) , respectively. The rang of particles
in the width and height of two wells which are separated by a barrier are given
as: Ll ∈ [50, 90]A◦, Lr ∈ [20, 60]A◦, b ∈ [15, 30]A◦, V0 ∈ [300, 400](meV ) and
V1 ∈ [300, 400](meV ). Results obtained using the PSO algorithm are shown
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Table 1: Result of PSO
Ll(A

◦) Lr(A
◦) b(A◦) V0(meV ) V1(meV )

60 30 15 390 390

in Table.1.

As the PSO algorithm is a random statistical algorithm, the typical con-
vergence plots of PSO for nding optimal absorption for 50 iterations is shown
in Fig.2. In this figure shows that by using the PSO algorithm after 20 it-
eration optical rectification coefficient has a constant value which is equal to
1.30390× 105Arb.Units.
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Figure 2: Convergence plot of PSO for nding optimal ERS.

The optimum structure of double quantum wells depicts in Fig.3. includes
the wave functions of ASDQWs. Seen that optimum structure is asymmetric
and using the numerical solutions.

Fig.4 display the ERS as a function of secondary radiation photon energy
ℏωs for our optimal structure. This indicates that resonant peak at photon
energy value of 125.498 (meV ) as expected corresponding to the is ℏωs =
E3 − E2 and non-resonant peak at photon energy value of 125.473 (meV )
as expected corresponding to the is ℏωs = ℏωl + E3 − E2. From this figure
we see that resonant and non-resonant are overlapping and the magnitude of
the non-resonant peak is 1.30390 × 105Arb.Units. We should note that the
resonant peak does not depend on incoming radiation and the non-resonant
peak depends on it.
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Figure 3: Schematic diagram for an asymmetric double quantum well for
optimal parameters with wave function.
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Figure 4: Schematic diagram for an asymmetric double quantum well for
optimal parameters with wave function.

4 Conclusion

The ERS of quantum wells which depend on the energy eigenstate and their
corresponding eigenfunctions associate with the potential shape and geomet-
rical features are calculated numerical by solving the equation. The calcula-
tions mainly focus we to find the optimum parameters to maximize the ERS.
For this purpose we used the particle swarm optimization and introduce the
geometrical set of parameters.
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Approximate Analytical Solution for
Quadratic Riccati Differential

Equation

H. Aminikhah

Abstract

In this paper, we introduce an efficient method for solving the quadratic
Riccati differential equation. In this technique, combination of Laplace trans-
form and new homotopy perturbation methods (LTNHPM) are considered

as an algorithm to the exact solution of the nonlinear Riccati equation. Un-
like the previous approach for this problem, so-called NHPM, the present
method, does not need the initial approximation to be defined as a power
series. Four examples in different cases are given to demonstrate simplicity

and efficiency of the proposed method.

Keywords: Riccati differential equation; Laplace transform method; NHPM;
LTNHPM.

1 Introduction

The quadraic Riccati differential equation, deriving its name from Jacopo
Francesco, Count Riccati (1676-1754). These kinds of differential equations
are a class of nonlinear differential equations of much importance, and play
a significant role in many fields of applied science [1]. At an early stage, the
occurrence of such differential equations in the study of Bessel functions led
to its appearance in many related applications and, to the present time, the
literature on the Riccati equation has been extensive. For several reasons, a
Riccati equation comprises of a highly significant class of nonlinear ordinary
differential equations. Firstly, this equation is closely related to ordinary
linear homogeneous differential equation of the second order. Secondly, the
solution of Riccati equation possesses a very particular structure in that the
general solution is a fractional linear function of the constant of integra-
tion. Thirdly, the solution of an Ricaati equation is involved in the reduction
of nth-order linear homogeneous ordinary differential equations. Fourthly, a
one-dimensional Schrodinger equation is closely related to Riccati differential
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equation. Solitary wave solutions of a nonlinear partial differential equation
can be expressed as a polynomial in two elementary functions satisfying a pro-
jective Riccati equation [3]. Moreover, such types of problems also arise in the
optimal control literature, and can be derived in solving a second-order lin-
ear ordinary differential equation with constant coefficients [2]. In conformity
with the general study of differential equations, much of the early works were
concerned with the study of particular classes of Riccati differential equation
with the aim of determining the solution in finite form. Many mathemati-
cians such as Jame Bernouli, Jahn Bernouli (1667-1748), Leonhard Euler
(1707-1783), Jean-le-Rondd’Alembert(1717-1783), and Adrian Marine Leg-
endre (1752-1833) contributed to the study of such differential equations [1].
Deriving analytical solution for Riccati equation in an explicit form seems to
be unlikely except for certain special situations. Of course, having known its
one particular solution, its general solution can be easily derived. Therefore,
one has to go for numerical techniques or approximate approaches for getting
its solution. Recently, Adomian’s decomposition method has been proposed
for solving Riccati differential equations [7, 8]. HPM was introduced by He
[4] and has been already used by many mathematicians and engineers to
solve various functional equations [9, 10, 5, 6, 12, 11]. Abbasbandy solved a
Riccati differential equation using He’s VIM, homotopy perturbation method
(HPM) and iterated He’s HPM and compared the accuracy of the obtained
solution to that derived by Adomian decomposition method [13, 14, 16].
Moreover, Homotopy analysis method (HAM) and a piecewise variational it-
eration method (VIM) are proposed for solving Riccati differential equations
[16]. In [15], Liao has shown that HPM equations are equivalent to HAM
equations when ℏ = −1 . Aminikhah and Hemmatnezhad [6] proposed a new
homotopy perturbation method (NHPM) to obtain the approximate solution
of ordinary Riccati differential equation. In this work, we present the solu-
tion of Riccati equation by combination of placeLaplace transform and new
homotopy perturbation methods. An important property of the proposed
method, which is clearly demonstrated in examples, is that spectral accuracy
is accessible in solving specific nonlinear Riccati differential equations which
have analytic solution functions.

2 LTNHPM for quadratic Ricatti equation

Consider the nonlinear Riccati differential equation as the following form{
u′(t) = A(t) +B(t)u(t) + C(t)u2(t), 0 ≤ t ≤ T,
u(0) = α.

(1)

where A(t), B(t) and C(t) are continuous and α is an arbitrary constant. By
the new homotopy technique, we construct a homotopy U : Ω× [0, 1] → R ,
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which satisfies

H(U(t), p) = U ′(t)−u0(t)+pu0(t)−p[A(t)+B(t)U(t)+C(t)U2(t)] = 0, (2)

where p ∈ [0, 1] is an embedding parameter, u0(t) is an initial approximation
of solution of equation (1). Clearly, we have from equation (2)

H(U(t), 0) = U ′(t)− u0(t) = 0, (3)

H(U(t), 1) = U ′(t)−A(t)−B(t)U(t)− C(t)U2(t) = 0 (4)

By applying Laplace transform on both sides of (2), we have

L
{
U ′(t)− u0(t) + pu0(t)− p[A(t) +B(t)U(t) + C(t)U2(t)]

}
= 0 (5)

Using the differential property of Laplace transform we have

sL{U(t)}−U(0) = L
{
u0(t)− pu0(t) + p[A(t) +B(t)U(t) + C(t)U2(t)]

}
(6)

or

L{U(t)} =
1

s

{
U(0) + L

{
u0(t)− pu0(t) + p[A(t) +B(t)U(t) + C(t)U2(t)]

}}
(7)

By applying inverse Laplace transform on both sides of (7), we have

U(t) = L−1{1
s
{U(0) + L{u0(t)− pu0(t) + p[A(t) +B(t)U(t) +C(t)U2(t)]}}}

(8)
According to the HPM, we use the embedding parameter p as a small pa-
rameter, and assume that the solutions of equation (8) can be represented as
a power series in p as U(t) =

∑∞
n=0 p

nUn . Now let us write the Eq. (8) in
the following form

∞∑
n=0

pnUn(t) =L−1

{
1

s

(
U(0) + L

{
u0(t)− pu0(t)

+ p
[
A(t) +B(t)

∞∑
n=0

pnUn(t) + C(t)(

∞∑
n=0

pnUn(t))
2
]})}

(9)

Comparing coefficients of terms with identical powers of p leads to

p0 : U0(t) = L−1
{

1
s (U(0) + L {u0(t)})

}
p1 : U1(x) = L−1

{
− 1
s

(
L
{
u0(t)−A(t)−B(t)U0(t)− C(t)U2

0 (t)
})}

pj : Uj(x) = L−1
{

1
s

(
L
{
B(t)Uj−1(t) + C(t)

∑j−1
k=0 Uk(t)Uj−k−1(t)

})}
,

j = 2, 3, . . .
(10)
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Suppose that the initial approximation has the form U(0) = u0(t) = α ,
therefore the exact solution may be obtained as following

u(t) = lim
p→1

U(t) = U0(t) + U1(t) + · · · (11)

3 Examples

Example 1. Consider the following quadratic Riccati differential equation
taken from [1] {

u′(t) = 16t2 − 5 + 8tu(t) + u2(t),
u(0) = 1

(12)

The exact solution of above equation was found to be of the form

u(t) = 1− 4t. (13)

To solve equation (12) by the LTNHPM, we construct the following homotopy

U ′(t)− u0(t) + p
[
u0(t) + 5− 16t2 − 8tU(t)− U2(t)

]
= 0 (14)

Applying Laplace transform on both sides of (14), we have

L
{
U ′(t)− u0(t) + p

[
u0(t) + 5− 16t2 − 8tU(t)− U2(t)

]}
= 0 (15)

Using the differential property of Laplace transform we have

sL{U(t)} − U(0) = L
{
u0(t)− p

[
u0(t) + 5− 16t2 − 8tU(t)− U2(t)

]}
(16)

or

L{U(t)} =
1

s

{
U(0) + L

{
u0(t)− p

[
u0(t) + 5− 16t2 − 8tU(t)− U2(t)

]}}
(17)

By applying inverse Laplace transform on both sides of (17), we have

U(t) = L−1

{
1

s

(
U(0) + L

{
u0(t)− p

[
u0(t) + 5− 16t2 − 8tU(t)− U2(t)

]})}
(18)

Suppose the solution of equation (18) to have the following form

U(t) = U0(t) + pU1(t) + p2U2(t) + · · · , (19)

where Ui(t) are unknown functions which should be determined. Substituting
equation (19) into equation (18), collecting the same powers of p and equating
each coefficient of p to zero, results in
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p0 : U0(t) = L−1
{

1
s (U(0) + L {u0(t)})

}
p1 : U1(x) = L−1

{
−1
s

(
L
{
u0(t) + 5− 16t2 − 8tU0(t)− U2

0 (t)
})}

pj : Uj(x) = L−1
{

1
s

(
L
{
−8tUj−1(t) +

∑j−1
k=0 Uk(t)Uj−k−1(t)

})}
j = 2, 3, . . .

(20)
Assuming u0(t) = U(0) = 1 , and solving the above equation for Uj(t), j =
0, 1, · · · leads to the result

U0(t) = 1 + t,
U1(t) =

5t
3

(
5t2 + 3t− 3

)
,

U2(t) =
5t2

3

(
10t3 + 10t2 − 8t− 3

)
,

U3(t) =
5t3

63

(
425t4 + 595t3 − 399t2 − 399t+ 63

)
,

U4(t) =
t4

567

(
38750t5 + 69750t4 − 36000t3 − 72135t2 + 7938t+ 8505

)
,

...

Therefore we gain the solution of Eq. (12) as

u(t) = U0(t) + U1(t) + U3(t) + · · · = 1− 4t

which is exact solution.

Example 2. Consider the following quadratic Riccati differential equation
taken from [13, 7, 14, 6, 8]{

u′(t) = 1 + 2u(t)− u2(t),
u(0) = 0.

(21)

The exact solution of above equation was found to be of the form

u(t) = 1 +
√
2 tanh

[
√
2t+

1

2
log

(√
2− 1√
2 + 1

)]
(22)

The Taylor expansion of u(t) about t = 0 gives

u(t) = t+ t2 +
1

3
t3 − 1

3
t4 − 7

15
t5 − 7

45
t6 +

53

315
t7 +

71

315
t8 + · · · . (23)

To solve equation (21), by the LTNHPM, we construct the following homo-
topy

U ′(t) = u0(t)− p
[
u0(t)− 1− 2U(t) + U2(t)

]
(24)

Applying Laplace transform, we have

L
{
U ′(t)− u0(t) + pu0(t)− p[1 + 2U(t)− U2(t)]

}
= 0 (25)

Using the differential property of Laplace transform we have
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sL{U(t)} − U(0) = L
{
u0(t)− p

[
u0(t)− 1− 2U(t) + U2(t)

]}
(26)

or

L{U(t)} =
1

s

{
U(0) + L

{
u0(t)− p

[
u0(t)− 1− 2U(t) + U2(t)

]}}
(27)

By applying inverse Laplace transform on both sides of (27), we have

U(t) = L−1

{
1

s

(
U(0) + L

{
u0(t)− p

[
u0(t)− 1− 2U(t) + U2(t)

]})}
(28)

Suppose the solution of equation (28) to have the following form

U(t) = U0(t) + pU1(t) + p2U2(t) + · · · , (29)

where Ui(t) are unknown functions which should be determined. Substitut-
ing equation (29) into equation (28), collecting the same powers of p , and
equating each coefficient of p to zero, results in

p0 : U0(t) = L−1
{

1
s (U(0) + L {u0(t)})

}
p1 : U1(x) = L−1

{
− 1
s

(
L
{
u0(t)− 1− 2U0(t) + U2

0 (t)
})}

pj : Uj(x) = L−1
{

1
s

(
L
{
2Uj−1(t) +

∑j−1
k=0 Uk(t)Uj−k−1(t)

})}
, j = 2, 3, . . .

(30)
Assuming u0(t) = U(0) = 0 , and solving the above equation for Uj(t), j =
0, 1, · · · leads to the result

U0(t) = 0,
U1(t) = t,
U2(t) = t2,

U3(t) =
t3

3 ,

U4(t) = − t4

3 ,

U5(t) = − 7t5

15 ,
...

(31)

Therefore we gain the solution of equation (21) as

u(t) = U0(t) + U1(t) + U3(t) + · · ·
= t+ t2 + 1

3 t
3 − 1

3 t
4 − 7

15 t
5 − 7

45 t
6 + 53

315 t
7 + · · · , (32)

and this in the limit of infinitely many terms, yields the exact solution of (21).

Example 3. Consider the following quadratic Riccati differential equation
taken from [1] {

u′(t) = et − e3t + 2e2tu(t)− etu2(t),
u(0) = 1.

(33)
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The exact solution of this equation is u(t) = et . We construct the following
homotopy

U ′(t)− u0(t) + p

[
u0(t)− ept + e3pt − 2e2ptU(t) +

∞∑
n=0

eptU2(t)

]
= 0 (34)

Applying Laplace transform on both sides of (34), we have

L

{
U ′(t)− u0(t) + p

[
u0(t)− ept + e3pt − 2e2ptU(t) +

∞∑
n=0

eptU2(t)

]}
= 0

(35)
Using the differential property of Laplace transform we have

sL{U(t)} − U(0) =L

{
u0(t)− p

[
u0(t)− ept

+ e3pt − 2e2ptU(t) +
∞∑
n=0

eptU2(t)
]}

(36)

or

L{U(t)} =
1

s

{
U(0) + L

{
u0(t)

− p
[
u0(t)− ept + e3pt − 2e2ptU(t) +

∞∑
n=0

eptU2(t)
]}}

(37)

By applying inverse Laplace transform on both sides of (37) and using the

Taylor series of eαt =
∑∞
n=0

(αt)n

n! , we have

U(t) =L−1

{
1

s

(
U(0) + L

{
u0(t)− p

[
u0(t)−

∞∑
n=0

pn
tn

n!

+

∞∑
n=0

pn
(3t)

n

n!
− 2

∞∑
n=0

pn
(2t)

n

n!
U(t) +

∞∑
n=0

pn
tn

n!
U2(t)

]})}
(38)

Suppose the solution of U can be expanded into infinite series as U(t) =∑∞
n=0 p

nUn(t) . Substituting U(t) into equation (38), collecting the same
powers of p , and equating each coefficient of p to zero, results in
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p0 : U0(t) = L−1
{

1
s (U(0) + L {u0(t)})

}
p1 : U1(x) = L−1

{
−1
s

(
L
{
u0(t)− 2U0 + U2

0

})}
p2 : U2(x) = L−1

{
−1
s

(
L
{
2t− 4tU0 − 2U1 + tU2

0 + 2U0U1

})}
p3 : U3(x) = L−1{−1

s (L{4t
2 − 4tU1 − 2U2 − 4t2U0 + 2tU0U1

+U2
1 + 2U0U2 +

1
2 t

2U2
0 })}

...

(39)

Assuming u0(t) = U(0) = 1 , and solving the above equation for Uj(t), j =
0, 1, · · · leads to the result

U0(t) = 1 + t,

U1(t) = − t3

3 ,

U2(t) = − t2

12

(
−6− 8t+ t2

)
,

U3(t) = − t3

5040

(
840− 4620t+ 504t2 − 840t3 − 240t4 + 35t5

)
...

(40)

Therefore we gain the solution of equation (33) as

u(t) = U0(t) + U1(t) + U3(t) + · · ·
= 1 + t+ 1

2! t
2 + 1

3! t
3 + · · ·

=
∑∞
n=0

tn

n! = et,
(41)

which is exact solution.
Example 4. Consider the following quadratic Riccati differential equation
taken from [13, 7, 14, 6, 8]{

u′(t) = −u(t) + u2(t),
u(0) = 1

2

(42)

The exact solution of above equation was found to be of the form

u(t) =
e−t

1 + e−t
(43)

The Taylor expansion of u(t) about t = 0 gives

u(t) =
1

2
− 1

4
t+

1

48
t3 − 1

480
t5 +

17

80640
t7 − 31

1451520
t9 +

691

319334400
t11 − · · · .

(44)
To solve equation (43) by the LTNHPM, we construct the following homo-
topy:

U ′(t) = u0(t)− p
[
u0(t) + U(t)− U2(t)

]
(45)

By applying Laplace transform we get

L{U(t)} =
1

s

{
U(0) + L

{
u0(t)− p

[
u0(t) + U(t)− U2(t)

]}}
(46)
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Using inverse Laplace transform on both sides of (46), we have

U(t) = L−1

{
1

s

(
U(0) + L

{
u0(t)− p

[
u0(t) + U(t)− U2(t)

]})}
(47)

Suppose the solution of equation (47) to have the following form

U(t) = U0(t) + pU1(t) + p2U2(t) + · · · , (48)

Substituting equation (48) into equation (47), collecting the same powers of
p , and equating each coefficient of p to zero, results in

p0 : U0(t) = L−1
{

1
s (U(0) + L {u0(t)})

}
p1 : U1(x) = L−1

{
− 1
s

(
L
{
u0(t) + U0(t)− U2

0 (t)
})}

pj : Uj(x) = L−1
{

1
s

(
L
{
−Uj−1(t) +

∑j−1
k=0 Uk(t)Uj−k−1(t)

})}
, j = 2, 3, . . .

(49)
Assuming u0(t) = U(0) = 1

2 , and solving the above equation for Uj(t), j =
0, 1, · · · leads to the result

U0(t) =
1
2 (1 + t),

U1(t) =
t
12

(
−9 + t2

)
,

U2(t) =
t3

60

(
−15 + t2

)
,

U3(t) =
t3

5040

(
945− 387t2 + 17t4

)
,

U4(t) =
t5

45360

(
5103− 918t2 + 31t4

)
,

U5(t) =
t5

4989600

(
−280605 + 227205t2 − 25575t4 + 691t6

)
,

...

(50)

Therefore we gain the solution of equation (42) as

u(t) = U0(t) + U1(t) + U3(t) + · · ·
= 1

2 − 1
4 t+

1
48 t

3 − 1
480 t

5 + 17
80640 t

7 − 31
1451520 t

9 + 691
319334400 t

11 − · · · ,
(51)

this in the limit of infinitely many terms, yields the exact solution of (42).

4 Conclusion

In the present work, we proposed a combination of Laplace transform method
and homotopy perturbation method to solve nonlinear Riccati differential
equation. The new method developed in the current paper was tested on
several examples. The obtained results show that these approaches can solve
the problem effectively. Unlike the previous approach implemented by the
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present authors, so-called NHPM, the present technique, does not need the
initial approximation to be defined as a power series. In the NHPM we reach
to a set of recurrent differential equations which must be solved consecutively
to give the approximate solution of the problem. Sometimes we have to do
many computations in order to reach to the higher orders of approximation
with acceptable accuracy. Also as an advantage of the LTNHPM over decom-
position procedure of Adomian, the former method provides the solution of
the problem without calculating Adomian’s polynomials. The advantage of
the LTNHPM over numerical methods (finite difference, finite element, . . . )
and ADM is that it solves the problem without any need to discretization
of the variables. The Computations finally lead to a set of nonlinear equa-
tions with one unspecified value in each equation. The results show that the
LTNHPM is an effective mathematical tool which can play a very important
role in nonlinear sciences.
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Homotopy perturbation and Elzaki
transform for solving Sine-Gorden and

Klein-Gorden equations

E. Hesameddini and N. Abdollahy

Abstract

In this paper, the homotopy perturbation method (HPM) and Elzaki
transform is employed to obtain the approximate analytical solution of the
Sine Gorden and the Klein Gorden equations. The nonlinear terms can be

handled by the use of homotopy perturbation method. The proposed homo-
topy perturbation method is applied to reformulate the first and the second
order initial value problems which leads to the solution in terms of trans-

formed variable, and the series solution that can be obtained by making use
of the inverse transformation.

Keywords: Homotopy-perturbation method; Elzaki transform; Sine-Gorden
equation; Klein-Gorden equation.

1 Introduction

In this paper, we have considered the Sine-Gorden (SG) and Klein-Gorden
(KG) equations, as the following and also in [2] respectively:

utt − uxx + αg(u) = f(x, t), (1)

and
utt − uxx + β1u+ β2g(u) = f(x, t), (2)

where u is a function of x, t and g is a nonlinear function . The α pa-
rameter is so-called dissipative term, which is assumed to be a real number
with α ≥ 0. When α = 0, Eq. (1), reduces to the undamped SG equation,
and when α > 0, to the damped one. f is also a known analytic func-
tion. The Sine-Gorden and Klein-Gorden equations model many problems
in classical and Quantum mechanics, solitons, and condensed matter physics
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[1, 5]. The SG equation arose in a strict mathematical context in differential
geometry in the theory of surfaces of constant curvature [17]. For the SG
equation, the exact soliton solution have been obtained in [16], using Hirotas
method in [21], using Lambs method in [18], by Bäcklund transformation
and painlevé transcendents in [18]. Numerical solutions for the undamped
SG equation have been given among others by Guo et al. [8] by use of two
diffirent schemes, Xin [24] who studied SG equation as an asymptotic reduc-
tion of the two-level dissipationless Max well-Bloch system, Christiansen and
Lomdahl [3] used a generalized leapforg method and Argyris et al. found
the accurate and efficient methods for solving such equations which is an
active research undertaken by Herbst et al. The method [14], presented a
numerical solution for the SG equation obtained by means of an explicit
symplectic behavior of a double-discrete, completely integrable discretization
of the Sine-Gorden equation, and they have illustrated their technique by
numerical experiments. Wazwaz [23] has used the tanh method to obtain
the exact solution of SG equation. Approximate analytical solution of Kline
Gorden equation thrangh the Adomian Decomposition Method (ADM) was
presented in [4, 6, 20]. Kaya has applied the modified ADM (MADM) for
obtaining the approximate analytical solution of the Sine-Gorden equation
in [19]. Another more powerful and convenient analytical technique, called
the homotopy-perturbation method (HPM), was first developed by He [13].
Some part of this work on HPM can be found in [9, 10, 11]. HPM trans-
formes a difficult problem into a set of problems which are easier to solve.
Chowdhury and Hashim [2], have used the HPM to obtain the approximate
analytical solution of Sine-Gorden and Klein-Gorden equations. Recently,
Tarig Elzaki [7], has introduced a new integral transform, named the Elzaki
transform, and it has further applied to the solution of ordinary and partial
differential equations.

Now, we consider in this work the effectiveness of the homotopy-perturbation
Elzaki transform method to obtain the exact and approximate analytical so-
lution of the Sine-Gorden and the Klein-Gorden equations.

2 Elzaki Transform

The basic definition of modified form of Sumudo transform or Elzaki trans-
form is defiend as follow, Elzaki transform of the function f(t) is:

E[f(t)] = υ

∫ ∞

0

f(t)e−t/υdt, t > 0. (3)

Tarig M. Elzaki showed the modified form of Sumudu transform or Elzaki
transform in which it is applied to the differential equations, ordinary dif-
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ferential equations, system of ordinary, partial differential equations, and
integral equations.

To obtain the Elzaki transform of partial derivative, we use the integration
by part, and then we have:

E[
∂f(x, t)

∂t
] =

1

υ
T (x, υ)− υf(x, 0), (4)

E[
∂2f(x, t)

∂t2
] =

1

υ2
T (x, υ)− f(x, 0)− υ

∂f(x, t)

∂t
, (5)

E[
∂f(x, t)

∂x
] =

d

dx
T (x, υ), (6)

E[
∂2f(x, t)

∂x2
] =

d2

dx2
T (x, υ). (7)

Proof: First, we assume

υ

∫ ∞

0

∂f

∂t
e

−t
υ dt = T (x, υ). (8)

By using the integration by parts one obtain:

E[
∂f(x, t)

∂t
] =

∫ ∞

0

υ
∂f

∂t
e

−t
υ dt = lim

p→∞

∫ ∞

0

υe
−t
υ
∂f

∂t
dt

= lim
p→∞

{[υe
−t
υ f(x, t)]p0 −

∫ p

0

e
−t
υ f(x, t)dt}

=
T (x, υ)

υ
− υf(x, 0). (9)

Assuming that f is a piecewise continuous function and ∂f
∂x exist, also it is

of exponential order which is means that there exist nonegative constants M
and T such that for all t ≥ T , we have

|f(t)| ≤Meat.

Now,

E[
∂f(x, t)

∂x
] =

∫ ∞

0

υ
∂f(x, t)

∂x
e

−t
υ dt, (10)

using the Leibnitz rule to find:

E[
∂f(x, t)

∂x
] =

d

dx
T (x, υ). (11)

By using this method, we have:

E[
∂2f(x, t)

∂x2
] =

d2

dx2
T (x, υ). (12)
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To find:

E[
∂2f(x, t)

∂t2
]. (13)

Let:
∂f(x, t)

∂t
= g, (14)

then we have:

E[
∂2f(x, t)

∂t2
] = E[

∂g(x, t)

∂t
] = E

[g(x, t)]

υ
− υg(x, 0), (15)

E[
∂2f(x, t)

∂t2
] =

1

υ2
T (x, υ)− f(x, 0)− υ

∂f(x, t)

∂t
. (16)

Therefore, one can easily extend this result to the nth partial derivative by
using mathematical induction. We will see that, the Elzaki transform rivals
the Laplace transform in solving the problem, its main advantage is the rivals
that it may be used to solve problems without resorting to a new frequency
domain because it preserve scales and units properties, the Elzaki transform
may be used to solve intricate problems in engineering, mathematics and
applied science without resorting to a new frequency domain.

3 Homotopy Perturbation Method:

The basic idea of the standard HPM was given by He [9, 12] and a new
interpretation of this technique was presented by our research gorup [15].
To introduce HPM, considered the following general nonlinear differential
equation:

Lu+Nu = f(x, t), (17)

with initial conditions:

u(x, 0) = k1, ut(x, 0) = k2. (18)

Where u is a function of x, t and k1, k2 are constants or functions of x. Also
L and N are the linear and nonlinear operators respectively. According to
HPM [2] we construct a homotopy which satisfies the following relation:

H(u, p) = Lu− Lν0 + p[Lν0 +Nu− f(x, t)] = 0, (19)

where p ∈ [0, 1] is an embedded parameter and ν0 is an arbitrary initial
approximation satisfing the given initial condition.
By setting p = 0 and p = 1 in Eq. (19), one obtain:

H(u, 0) = Lu−Lν0 = 0, and H(u, 1) = Lu+Nu−f(x, t) = 0, (20)
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which are the linear and nonlinear original equations, respectively. In topol-
ogy, this is called deformation and Lu−Lν0 and Lu+Nu−f(x, t) are called
homotopic. Here, the embedded parameter is introduced much more natu-
rally, unaffected by artificial factor, further it can be considered as a small
parameter for 0 ≤ p ≤ 1.

Chowdhury and Hashim in [2], have presented an alternative way for
choosing the initial approximation, that is:

ν0 = u(x, 0) + tut(x, 0) + L−1f(x, t) = k1 + tk2 + L−1f(x, t), (21)

where L−1(.) =
∫ t
0

∫ t
0
...
∫ t
0
(.)dt...dtdt depends on the order of the linear op-

erator. With this assumption that the initial approximation ν0 given in Eq.
(21), in HPM, the solution of Eq. (19), is expressed as:

u(x, t) = u0(x, t) + pu1(x, t) + p2u2(x, t) + .... (22)

Hence the approximate solution of Eq. (17), can be expressed as a power
series of p, i. e.

u = lim
p→1

u =
∞∑
i=0

ui. (23)

4 Homotopy Perturbation and Elzaki Transform
Method:

Consider a general nonlinear partial differential equation with initial condi-
tions of the form:

Du(x, t) +Ru(x, t) +Nu(x, t) = f(x, t), (24)

u(x, 0) = c1, ut(x, 0) = c2. (25)

Where D is a linear differential operator of order two, R is a linear differential
operator of less order thanD , N is the general nonlinear differential operator,
f(x, t) is the source term and c1, c2 are constants or functions of x.

By taking Elzaki transform to both sides of Eq.(24), result in:

E[Du(x, t)] + E[Ru(x, t)] + E[Nu(x, t)] = E[f(x, t)]. (26)

Using the differentiation property of Elzaki transform and the initial condi-
tion in Eq.(24), one obtain:

E[u(x, t)] = υ2E[f(x, t)] + υ2c1 + υ3c2 − υ2E[R(x, t) +Nu(x, t)]. (27)

Applying the inverse Elzaki transform on both sides of Eq.(27), we get:
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u(x, t) = F (x, t)− E−1{υ2E[Ru(x, t) +Nu(x, t)]}, (28)

where F (x, t) represent the term arising from the source term and the pre-
scribed initial conditions.

According to HPM we have:

u(x, t) = F (x, t)− pE−1{υ2E[Ru(x, t) +Nu(x, t)]}, (29)

now by substituting

u(x, t) =

∞∑
i=0

piui(x, t), N [u(x, t)] =

∞∑
i=0

piHi(u), (30)

in Eq. ( 29 ) where Hi(u) is He’s polynomials that are given by:

Hi(u0, u1, ..., ui) =
1

i!

∂

∂pi
[N(

∞∑
i=0

piui)]p=0, i = 0, 1, 2, ..., (31)

one obtain:

∞∑
i=0

piui(x, t) =F (x, t)

− p{E−1[υ2E[(R

∞∑
i=0

piui(x, t)) +N(

∞∑
i=0

piHi(u))]]}. (32)

This our method is infact a coupling technique of Elzaki transform and the
homotopy perturbation method. Comparing the coefficients of the like powers
of p the following approximations are resulted:

p0 : u0(x, t) = F (x, t),

p1 : u1(x, t) = −E−1{υ2E[Ru0(x, t) +H0(u)]},
p2 : u2(x, t) = −E−1{υ2E[Ru1(x, t) +H1(u)]},

...

etc.

Therefore the solution will be obtained as:

u(x, t) = u0(x, t) + u1(x, t) + u2(x, t) + .... (33)
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5 Numerical Applications

In this section, we apply the homotopy-perturbation and Elzaki transform
method for solving Sine-Gorden and Klein-Gorden equations. Numerical re-
sults are very encouraging.

Example 5.1 First, consider the following Sine-Gorden equation with the
given initial conditions:

utt − uxx + sinu = 0, u(x, 0) = 0, ut(x, 0) = 4sech(x). (34)

The exact solution is given in [2] as:

u(x, t) = 4 arctan[tsech(x)]. (35)

To solve the example by this method, we take sinu ≃ u− u3

6 + u5

120 .

After taking Elzaki transform of (34), subjected to the initial conditions,
one obtain:

E[(u(x, t)] = 4υ3sech(x) + υ2
d2

dx2
E[(u(x, t)]− υ2E[u− u3

6
+

u5

120
]. (36)

The inverse Elzaki transform implies that:

u(x, t) = 4tsech(x) + E−1{υ2 d2

dx2
E[(u(x, t)]− υ2E[u− u3

6
+

u5

120
]}. (37)

Now applying the homotopy perturbation method, we get:

∞∑
i=0

piui(x, t) = 4tsech(x) + p{υ2 d2

dx2
E[

∞∑
i=0

piui(x, t)] (38)

− υ2E[

∞∑
i=0

piui(x, t)−
(
∑∞
i=0 p

iui(x, t))
3

6
+

(
∑∞
i=0 p

iui(x, t))
5

120
]}.

By comparing the coefficients of the same powers of p, result in:

p0 : u0(x, t) = 4tsech(x),

p1 : u1(x, t) =
d2

dx2
E−1{4tsech(x)υ2E(t)} − E−1{4tsech(x)υ2E(t)}

+ E−1{64
6
sech3(x)υ2E(t3)} − E−1{1024

120
sech5(x)υ2E(t5)}.

Then, we get:
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p1 : u1(x, t) =
4

315
sech5(x)− (−105t3 cosh2(x) + 42t5 cosh2(x)− 16t7),

p2 : u2(x, t) =
4

2027025
t5sech9(x)(7040t8 − 33696t9 cosh2(x)− 4290t4 cosh4(x)

+ 143000t4 cosh2(x)− 205920t2 cosh4(x) + 51480t2 cosh6(x)

− 270270 cosh6(x) + 405405 cosh4(x),

therefore, the 3-terms Elzaki-HPM solution is:

u(x, t) =
4

2027025
tsech9(x)(7040t12 − 33696t10 cosh2(x)− 4290t8 cosh4(x)

+ 143000t8 cosh2(x)− 308880t6 cosh4(x) + 51480t6 cosh6(x)

+ 405405t4 cosh4(x)− 675675t2 cosh6(x)− 270270 cosh8(x).

The behavior of the solution (34), by 4-terms of EHPM and its exact solution
are shown in Figures 1 and 2.

Figure 1: These surfaces show the approximate solutions obtained by 4-terms
of EHPM and the exact solution of u(x, t), respectively .(a) Exact plot; (b)
EHPM plot(Eq. (35))

Example 5.2 Considering the following Sine-Gorden equation with the given
initial conditions:

utt − uxx + sinu = 0, u(x, 0) = π + ε cos(µx), ut(x, 0) = 0. (39)

Where µ =
√
2
2 and ε is a constant.

We take sinu ≃ u− u3

6 + u5

120 to solve this example.

By taking Elzaki transform of (39), subjected to the initial conditions,we
have:

E[u(x, t)] = υ2(π + ε cos(µx)) + υ2
d2

dx2
E[u(x, t)]− υ2E[u− u3

6
+

u5

120
].(40)
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Figure 2: Comparison of the results by EHPM with the exact solution for
example 5.1.

Table 1: Comparison of the exact and numerical solutions of example 5.1

x t Exact solution EHPM-4term Absolute error
0 0 0 0 0
0.062 0.162 0.6412071928 0.6412071885 4.3× 10−9

0.156 0.156 0.6116706532 0.6116706503 2.9× 10−9

0.469 0.469 1.5964486815 1.596478333 .8482× 10−7

0.539 0.403 1.349539812 1.349538454 .1358× 10−6

0.620 0.685 2.077035544 2.076989415 .0590× 10−9

0.781 0.781 2.136014353 2.135871203 .1431× 10−7

0.896 0.893 2.234155992 2.233473035 .6829× 10−7

0.975 0.992 2.319920856 2.317982103 .1938× 10−7

1.000 1.000 2.300024730 2.297874130 .2150× 10−7

The inverse Elzaki transform implies that:

u(x, t) = (π + ε cos(µx))E−1[υ2] + E−1{υ2 d
2

dx2
E[(u(x, t)]− υ2E[u]

+ υ2E[
u3

6
]− υ2

[u5]

120
}.

Now applying the homotopy perturbation method, result in:

u(x, t) = (π + ε cos(µx))E−1[υ2] + p{E−1{υ2 d
2

dx2
E[(u(x, t)]− υ2E[u]

+ υ2E[
u3

6
]− υ2

[u5]

120
}}.
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By taking u(x, t) =
∑∞
i=0 p

iui(x, t) and comparing the coefficients of the
same powers of p, one obtain:

p0 : u0(x, t) = (π + ε cos(µx)),

p1 : u1(x, t) =
t2

2
{−µ2ε cos(µx) +

1

6
(π + ε cos(µx))3 − 1

120
(π + ε cos(µx))5

− (π + ε cos(µx))}.
...

etc.

Therefore, the 3-terms Elzaki-HPM solution is:

u(x, t) = π + ε cos(µx) +
t2

2
{−µ2ε cos(µx) +

1

6
(π + ε cos(µx))3 − 1

120

( π + ε cos(µx))5 − (π + ε cos(µx))}+ 1

69120
[ε2 cos2(µx) + 9πε8 cos8(µx)

+ (36π2 − 32)ε7 cos7(µx) + (84π3 − 224π)ε6 cos6(µx)

+ 720(µ2 +
7

40
π4 − 14

15
π2 +

8

15
)ε5 cos5(µx)

+ 2400π(
21

400
π4 +

4

5
+ µ2 − 7

15
π2)ε4 cos4(µ)(x)

− 480(ε2µ2 + (−6π2 + 12)µ2 − 8π2 +
7

3
π4 − 7

40
π6 + ε)ε3 cos3(µx)

− 1440π(ε2µ2 + (−π2 + 6)µ2 +
7

15
π4 − 1

40
π6 − 8

3
π2 + ε)ε2 cos2(µx)

− 1440(µ2ε2(π2 − 2)− 2µ4 + {−1

6
π4 − 4 + 2π2}µ24 +

7

45
π6

+ 4π2 − 1

160
π8)− 4

3
π4 − 2)ε cos(µx)− 480π(π2 − 6)µ2ε2

+ 384π5 + 2880π − 1920π3 + π9 − 32π7]t4.

The behavior of the solution (39), by 4-terms of EHPM and its HPM solution
are shown in Figure 3.

Example 5.3 Considering the following Klein-Gorden equation with the
given initial conditions:

utt − uxx = u, u(x, 0) = 1 + sinx, ut(x, 0) = 0. (41)

Taking Elzaki transform of (41), subjected to the initial condition, one obtain:

E[(u(x, t)] = (1 + sinx)υ2 + υ2E[u] + υ2
d2

dx2
E[u]. (42)

The inverse Elzaki transform implies that:
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Figure 3: Comparison of the results by EHPM with the HPM solution for
example 5.2.

u(x, t) = 1 + sinx+ E−1{υ2E[u] + υ2
d2

dx2
E[u]}. (43)

Now, applying the homotopy perturbation method, we get:

u(x, t) = 1 + sinx+ p{E−1{υ2E[u] + υ2
d2

dx2
E[u]}}. (44)

By taking u(x, t) =
∑∞
i=0 p

iui(x, t) and comparing the coefficients of the
same powers of p, result in:

p0 : u0(x, t) = 1 + sinx,

p1 : u1(x, t) =
t2

2
,

p2 : u2(x, t) =
t4

24
,

p3 : u3(x, t) =
t6

720
,

...

etc.

Therefore, the 4-terms approximate series solution is:

u(x, t) = 1 + sinx+
t2

2
+
t4

24
+

t6

720
, (45)
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and this will, in the limit of infinitely many terms, yield the closed form
solution [6],

u(x, t) = sinx+ cosh t. (46)

Example 5.4 Consider the following Klein-Gorden equation with the given
initial conditions:

utt − uxx = −u, u(x, 0) = 0, ut(x, 0) = x. (47)

Taking Elzaki transform of (47), subjected to the initial conditions, one ob-
tain:

E[(u(x, t)] = xυ3 + υ2
d2

dx2
E[u]− υ2E[u]. (48)

The inverse Elzaki transform implies that:

u(x, t) = tx+ E−1{υ2 d
2

dx2
E[u]− υ2E[u]}. (49)

Now applying the homotopy perturbation method, we get:

u(x, t) = tx+ p{E−1{υ2 d
2

dx2
E[u]− υ2E[u]}}. (50)

By taking u(x, t) =
∑∞
i=0 p

iui(x, t) and comparing the coefficients of the
same powers of p, one obtain:

p0 : u0(x, t) = tx,

p1 : u1(x, t) =
−xt3

3!
,

p2 : u2(x, t) =
+xt5

5!
,

p3 : u3(x, t) =
−xt7

7!
,

...

etc.

Thus, the 4-terms approximate series solution is:

u(x, t) = tx− xt3

3!
+
xt5

5!
− xt7

7!
, (51)

and this will, in the limit of infinitely many terms, yield the closed form
solution [22],
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u(x, t) = x sin t. (52)

6 Conclusion:

In this paper, the Elzaki Homotopy-Perturbation method (EHPM) has been
successfully employed to obtain the approximate analytical solutions of the
Sine-Gorden and the Klein-Gorden equations. In example 5.3, the obtained
result by this method is almost accurate and very near to the exact solution,
also in example 5.4, it is observed that the (EHPM) solution yields the exact
solution in only few iterations. Therefore, this novel iterative method has
a bright aspect in future to obtain the approximate analytical solutions of
ordinary and partial differential equations.
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A shape-measure method for solving
free-boundary elliptic systems with

boundary control function

A. Fakharzadeh Jahromi

Abstract

This article deals with a computational algorithmic approach for obtain-
ing the optimal solution of a general free boundary problem governed by
an elliptic equation with boundary control and functional criterion. After

determining the weak solution of the system, the problem is converted into
a variational format. Then, by using some aspects of measure theory, the
method characterize the nearly optimal pair of domain and its related opti-
mal control function at the same time. This method has many advantages

such as strong linearity, automatic existence theorem and the ability of ob-
taining global solution. Two sets of numerical examples is also given.

Keywords: Elliptic controlled system; Weak solution; Atomic measure; Lin-
ear programming; Free boundary problem.

1 Introduction and background

The class of elliptic partial differential equations includes many important
systems encountered in mechanics and geometry. Indeed an industrial set-
ting time is spent setting up the allowable set of shapes (domains of equa-
tions) in order to get a feasible solution. The structural optimization of
such systems has more commonly been applied in the automobile, marine
and aerospace industries designing and even in a simple mechano-chemical
model of a biomolecular processes (see [9], [1] and [2]). A large part of these
problems deals with the free boundary problems when a part of domain,s
boundary is fixed and the rest is varied. The understanding of models of
equations and free boundary problems (such as Monge-Amper equation) may
have significant geometric even topological applications. For instance, for
an inhomogeneous free boundary problem, Vogel obtained the convexity or
starlikeness of variable part when the fixed part is convex or starlike [23].
Furthermore, Lancaster showed that the method of curves of constant di-
rection could be used to investigate even the quasilinear and fully nonlinear
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elliptic free boundary problems [12]. Munch recently have done some works
based on topological and numerical approaches (see for instance [14] and
[15]). The main goal in structural optimization is to computerize the design
process and therefore shorten the time it takes to create a new design or to
improve an existing one. Therefore, the results on mechanical formulation of
the problems, their functional analysis and on control theory have recently
been combined. For a review of such results the reader is referenced to [9]
and [10]. Indeed, the optimal control theory provides the basic techniques for
computing the derivatives of criteria functions with respect to the boundary.
Thus in essence, the optimal control and optimization may be applied when
the control becomes associated with the shape of domain. In the former,
most of the induced solution methods from control theory, were focused on
applications of the principles of the calculus of variations (such as Hadamard
works [8]). However in the latter, studies were made only for those problems
with an explicit solution for PDE,s. Eventually the methods were extended
to problems of structural engineering; in particular, those were possible to
be converted into an optimal control problem with control governed by the
coefficients of PDE,s [18]. In this manner the numerical methods (Finite
Element, Finite Difference, Boundary Element,...) and Computer Aided De-
sign technology within the optimization loop are used for fully computerizing
the design loop. However, the problems are encountered with numerical dis-
cretization [18]. In 1986, Rubio in [19], introduced the embedding method for
solving the optimal control problems governed by ordinary differential equa-
tions, by use of positive Radon measures; then it was employed to obtain the
optimal control for a system governed by partial differential equations; like
[11] for diffusion and [20] for elliptic systems. The method was based on the
strong properties of measures and has many advantages.
Since 1999 till know, by helping of this method, we have solved different cases
of the optimal shape design problems governed by elliptic systems (a brief
report of this is given in [5]). After solving the problem in polar coordinates
in [3], the based measure theoretical approached was improved to cartezian
coordinates but for solving optimal shape problem in [4]. Then, we improved
the method for optimal shape design problems with distributed control func-
tion in [5] To continue, in the present paper we introduce an approach for
solving free boundary problems governed by elliptic equations with two spe-
cial characteristics. Herein, the system is involved with a boundary control
function as appears in industrial applications. Moreover, the geometry of
domains is completely in the general case.

2 Problem in classical form

As a geometrical point of view, we consider D ⊂ R2 as a bounded region
with a piecewise-smooth, closed and simple boundary ∂D which consists of
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Figure 1: A general domainD and its boundary ∂D.

a fixed and a variable part (cure), denoted by Γ. It is joining two known
points A = (a, a′) and B = (b, b′) so that a′ ≤ b′ and it makes ∂D simple
and closed (see Figure 1). By applying the idea of approximating a curve
with broken lines, Γ can be approximated by a finite number of connected
segments; we fix this number as M + 1. Therefore, each Γ can be con-
sidered as an M + 1 connected segments in which the initial and the final
points of them belong to Γ (see Figure 1). If these points are denoted by
A0 = A,A1, . . . , AM+1 = B, then any appropriate region D (domain) can be
represented by points Am = (xm, ym),m = 1, 2, . . . ,M .
Indeed the variable part of ∂D (and hence D) is represented with 2M vari-
ables x1, x2, . . . , xM and y1, y2, . . . , yM . We fix the y-component of each
point Am as ym = Ym ∈ R for m = 1, 2, . . . ,M , so that a′ < Y1 < Y2 <
· · · < YM < b′.0 This would not decries the generalities; since even ym is
fixed, but xm is varied and hence Am could be any place on the half line
y(x) = Ym with the vertex on the fixed part of D. Therefore the segments
AmAm+1,m = 0, 1, . . . ,M , could be selected so that the set of them approx-
imates Γ well enough.
Let f ∈ C(D × R) and g ∈ C(D), be two given real valued functions. The
above domain D is called admissible if the elliptic equation

∆u(X) + f(X,u) = g(X) , u|∂D
= v, (1)

has a bounded solution on the domain D; here it is also supposed that X =
(x, y) ∈ D, u : D → R is a bounded trajectory function which takes values in

0 For special case like a′ = b′, one can fix the x-components of points Am’s instead of
y-components.
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the bounded set U , and v : ∂D → R is a bounded boundary control function,
which is Lebesgue measurable and taks values in a bounded set V .

As mentioned, the variable part of ∂D can be approximated with M
number of unknown corners. For a fixed positive integer M , the set of all
admissible domains is denoted by DM . When M −→ ∞, if an appropriate
optimal shape design problem in DM has a minimizer, then this may tend
in some topology to the minimizer over D (the set of all general admissible
domains) if such exists. However things can go wrong; for instance: There
may be no minimizer over DM ; there may be no minimizer over D ; or both
D and DM ; the sequence of minimizer over DM may not be convergent or
may tend in some sense towards a curve that does not define a shape. Young
in [24] has shown that their related subsequence of broken lines, tends to
an infinitesimal zigzag (generalized curve). This is not (necessarily) an ad-
missible curve. So the solution over DM does not tend to the solution over
D, even in the weakly∗-sense. Also, there is the important point that too
oscillatory boundaries (like the infinitesimal zigzag) sometimes cause prob-
lem; Pironneau in [18] shows some of these problems. Hence, we prefer to
fix the number M in this paper, and search for the optimal solution of the
appropriate problems over DM .

For a given admissible domain D ∈ DM , let f1 : D × U −→ R and
, f2 : ∂D × V −→ R be two continuous, non- negative, real-valued functions;
further, we assume that there is a constant L > 0 so that | f1(X,u(X)) |≤
L | u |. We define the functional performance criteria, as

I(D, v) =

∫
D

f1(X,u(X)) dX +

∫
∂D

f2(s, v(s)) ds, (2)

where u is the bounded solution of (1). We also define F as the set of all pairs
of (D, v) where D ∈ DM and v is the boundary control function. With the
above assumption, we are going to solve the following optimal shape design
problem on F:

Minimize : I(D, v) =

∫
D

f1(X,u(X)) dX +

∫
∂D

f2(s, v(s)) ds

Subject to : ∆u(X) + f(X,u) = g(X) , u|∂D
= v, (3)

(For some industrial applications of this problem, the reader can have a look
on [18]).

To identify the optimal domain in DM , D∗, and its associated optimal
control function, v∗D∗ , we apply the method which we call shape-measure
[5]. This approach characterizes the optimal pair of domain and its related
optimal control function in two stages; first for a given domain D ∈ DM ,
by applying the embedding method and use of the Radon measures power,
the related optimal control problem will be solved. Then in the next stage,
a standard minimization algorithm will be applied to determine the nearly
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optimal pair of domain and its related optimal control function at the same
time.

3 Problem in new formulation

In general, even for a fixed domain, it is difficult to characterize a classical
bounded solution for the elliptic equation (1). Therefore, one can change the
problem into the other form in which a bounded weak (generalized) solution
of (1) is involved.

Proposition 1. : Let u be the classical solution of (1), then we have the
following integral equality:∫

D

(u∆ψ + ψf) dX −
∫
∂D

v(▽ψ.n) ds =
∫
D

ψg dX, ∀ψ ∈ H1
0 (D). (4)

that here n is the outward unit vector on ∂D.

Proof. By multiplying (1) with the function ψ ∈ H1
0 (D) (the set of

functions in the Sobolev space of order 1 in which they are zero on ∂D),
integrating over D, and then using the Green’s formula (see [13]), one can
obtain the equality (4). □
Now, by regarding [5], let D be a fixed domain; then the mentioned optimal
free boundary problem changes into an optimal control one in which the
same functional as I must be minimized over the set of all admissible pairs of
trajectory and control functions onD. We define Ω = D×U and ω = ∂D×V ;
then, a bounded weak solution and its corresponded control function define
a pair of positive and linear functional u(·) : F −→

∫
D
F (X,u(X))dX and

v(·) : G −→
∫
∂D

G(s, V (s))ds on C(Ω) and C(ω) respectively. As shown in
[19] and [20], the Riesz Representation Theorem [21] shows that there are
measures µu and νv so that:

µu(F ) = u(F ), ∀F ∈ C(Ω) ; νv(G) = v(G), ∀F ∈ C(ω).

So far, we have just changed the appearance of the problem. Indeed the trans-
formation between the pair of trajectory and controls, (u, v), and the pair of
measures (µu, νv), is injection (see [19]). Now we extend the underlying space
and consider the minimization of the problem over the set of all pairs of mea-
sures (µ, ν) in M+(Ω)×M+(ω) satisfying the mentioned conditions plus the
extra properties µ(ξ) =

∫
D
ξ(X) dX = aξ and ν(τ) =

∫
∂D

τ(s) ds = bτ ; these
are deduced from the definition of an admissible pair (u, v) and they indicate
that the measures µ and ν project on the (x, y)-plan and real line respec-
tively, as Lebesgue measures. We remind the reader that here it is supposed
ξ : Ω −→ R in C(Ω) depends only on variable X = (x, y) (i.e. ξ ∈ C1(Ω)),
and τ : ω −→ R in C(ω) depends only on variable s (i.e. τ ∈ C1(ω)).
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Therefore, we are going to solve the following problem:

Minimize : i(µ, ν) := µ(f1) + ν(f2)

Subject to : µ(Fψ) + ν(Gψ) = cψ, ∀ψ ∈ H1
0 (D);

µ(ξ) = aξ, ∀ξ ∈ C1(Ω);

ν(τ) = bτ , ∀τ ∈ C1(ω), (5)

where Fψ = u∆ψ + ψf , Gψ = −v(▽ψ.n |∂D) and cψ =
∫
D
ψg dX. This

new formulation has some advantages; for instance, it is linear in respect
to the unknown measure, and if we denote Q ⊂ M+(Ω) × M+(ω) as the
set of all pairs of measures (µ, ν) satisfying the conditions mentioned in (5),
then Q is compact in the sense of the weak∗ topology (see for instance [5]).
Moreover the function (µ, ν) ∈ Q −→ µ(f1) + ν(f2) ∈ R is continuous. Thus
by Proposition II.1 of [19], the problem (5) definitely has a minimizer in Q.
The theoretical measure problem (5) is an infinite-dimensional linear program
problem; even there is no any identified method for obtaining the solution
directly, but its solution can be achieved by choosing the countable sets of
functions that are uniformly dense (total), in the appropriate spaces. Let
{ψi : i = 1, 2, 3, . . . }, {ξj : j = 1, 2, 3, . . . }, and {τl : l = 1, 2, 3, . . . }, be
total sets in the spaces H1

0 (D), C1(Ω) and C1(ω) respectively. By choosing
just a finite number of these functions, the problem (5) is changed into the
following one:

Minimize : i(µ, ν) = µ(f1) + ν(f2)

Subject to : µ(Fi) + ν(Gi) = ci, i = 1, 2, . . . ,M1;

µ(ξj) = aj , j = 1, 2, . . . ,M2;

ν(τl) = bl, l = 1, 2, . . . ,M3, (6)

where Fi := Fψi , Gi := Gψi , ci := cψi , aj := aξj and bl := bτl . As proved
in [5] Theorem 2, the solution of (6) tends to the solution of (5) whenever
M1,M2,M3 −→ ∞; hence the solution of (5) can be approximated by one
from (6) when the positive integers M1,M2 and M3 are chosen large enough.
Now one can construct a suboptimal pair of trajectory and control functions
for the functional i via the optimal solution, (µ∗, ν∗), of (6).

4 Atomic measures and discretization

The problem (6) is a semi-infinite linear programming problem; the number
of equations is finite but the underlying space is not a finite-dimensional
space. Despite of some possibility for solving such problems (for instance see
[7]), it is much more convenient if we could estimate its solution by a finite
LP. The pair of optimal measures of (6) can be characterized by a result
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of Rosenbloom’s work which is shown in [19]; by introducing appropriate
dense subsets in Ω and ω, one can conclude that µ∗ and ν∗ have the form
µ∗ =

∑N
n=1 αnδ(Zn) and ν

∗ =
∑K
k=1 βkδ(zk) where Zn, n = 1, 2, . . . , N , and

zk, k = 1, 2, . . . ,K, belong to dense subsets of Ω and ω respectively and δ(t)
is the unitary atomic measure with support the singleton set {t}. Hence,
by defining a discretization on Ω and ω with the nodes Zn = (xn, yn, un),
n = 1, 2, . . . , N , and zk, k = 1, 2, . . . ,K, the solution of (6) can be obtained
by solving the following problem in which its unknowns are the coefficients
αn, n = 1, 2, . . . , N , and βk, k = 1, 2, . . . ,K.

Minimize :

N∑
n=1

αnf1(Zn) +

K∑
k=1

βkf2(zk)

Subject to :
N∑
n=1

αnFi(Zn) +
K∑
k=1

βkGi(zk) = ci, i = 1, 2, . . . ,M1;

N∑
n=1

αnξj(Zn) = aj , j = 1, 2, . . . ,M2; (7)

K∑
k=1

βkτl(zk) = bl, l = 1, 2, . . . ,M3;

αn ≥ 0, n = 1, 2, . . . , N ;

βk ≥ 0, k = 1, 2, . . . ,K; .

The result of this problem introduces a pair of measures (µ∗, ν∗) that the
value of i(µ∗, ν∗), will be minimum; this pair serves the suboptimal pair of
trajectory and control functions (uv∗D , v

∗
D). Thus for the fixed domain D, the

minimum value of the functional I in the problem (3) is approximated as
I(D, v∗D) ≡ i(µ∗, ν∗).

5 Searching the optimal curve (domain)

For a given domain, we have explained that how one can find the optimal
control v∗D for the problem (3), so that the value of I(D, v∗D) is minimum. To
obtain the minimum value of the performance criterion I(D, v) on F, for each
domain D ∈ DM , as explained, the variable part of its boundary is defined
by a set of points like {Am = (xm, Ym),m = 1, 2, . . . ,M}. Thus, for a given
D ∈ DM , by solving the appropriate finite linear programming problem in (7),
the nearly optimal value for I(D, v) (i.e. I(D, v∗D) ≡ i(µ∗, ν∗)) is calculated
as a function of the variables x1, x2, . . . , xM . Consequently, one can define
the following function, which is a vector function of variables x1, x2, . . . , xM :

J : D ∈ DM −→ I(D, v∗D) ∈ R. (8)
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Now to find the optimal pair of domain (or variable curve) and its related con-
trol function in F, say (D∗, v∗D∗), which solves the problem (3), it is enough
to find the minimizer of J.
The global minimizer of the vector function J, say (x∗1, x

∗
2, . . . , x

∗
M ), can be

identified by using one of the appropriate standard minimization search meth-
ods, like method introduced by Nelder and Mead in [16]; these algorithms
usually need an initial set of components (initial domain) to start the process
of minimization (we suppose that they give the global minimizer). Each time
that the algorithm wants to calculate a value for J, a finite LP problem like
(7) should be solved. Whenever it reaches to the minimum value for J, the
minimizer (x∗1, x

∗
2, . . . , x

∗
M ) (the optimal curve) and therefore its associated

optimal control function have been obtained. So, the optimal domain and its
corresponding optimal control are determined at the same time; this is one
of the main advantage of this method. Similar to the Proposition 5 of [5],
one can easily prove that the method is convergence.

6 Numerical tests

For the following numerical works, we choose a countable total sets of func-
tions in each spaces H1

0 (D), C1(Ω) and C1(ω), that is, so that the linear
combinations of these functions are uniformly dense (dense in the topology
of uniform convergence) in the appropriate spaces. We know that the vector
space of polynomials with the variable x and y, P (x, y), is dense in C∞(D);
therefore the set

P0(x, y) = {p(x, y) ∈ P (x, y) | p(x, y) = 0, ∀(x, y) ∈ ∂D} ,

is dense (uniformly) in
{
h ∈ C∞(D) : h|∂D

= 0
}
≡ C∞

0 (D). Since the set

Q(x, y) =
{
1, x, y, x2, xy, y2, x3, x2y, xy2, y3, . . .

}
is a countable base for the vector space P (x, y), each elements of P (x, y)
and also P0(x, y), is a linear combination of the elements in Q(x, y). By
Theorem 3 of [13] page 131, the space C∞(D) is dense in H1(D); thus the
space C∞

0 (D) will be dense in H1
0 (D). Consequently, the space P0(x, y) is

uniformly dense in H1
0 (D). Therefore, we define the function ψi for each i as

ψi(x, y) = qD(x, y)qi(x, y), (9)

where qi is an element of the countable set Q(x, y) and qD(x, y) is a polyno-
mial depended on D so that it is zero on ∂D ( it will be defined separately
for each example). Therefore ψi|∂D

= 0 and the set {ψi(x, y) : i = 1, 2, . . . } is

total (uniformly dense in the topology of the uniform convergence) in H1
0 (D).

Note: We remind the reader that Rubio and others (like Farahi and Kamyad
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[6] and [11]) avoids to use the polynomials for such purposes; they usually
prefer to apply the related functions defined by sin and cos or combinations
of them. To be sure that these polynomials are suitable to determine the
shape, we applied them first for determination the inside and the boundary
of a circle (as an example of a shape) by applying the embedding method.
For this purpose we used the Stock’s theorem for these functions to show the
relationship between the inside region and the boundary. The results was
very good so that the most obtained inner points (28 from 30) was inside the
circle and the rest (two other points) were close enough to the boundary.

For the second set (and also similarly the third one) of functions in (7),
let L be a given positive integer number and divide D into L (not necessary
equal) parts D1, D2, . . . , DL, so that by increasing L the area of each Ds, s =
1, 2, . . . , L, will be decreased. Then, for each s = 1, 2, . . . , L, we define:

ξs(x, y, u) =

{
1 (x, y) ∈ Ds

0 otherwise

These functions are not continuous, but each of them is the limit of an in-
creasing sequence of positive continuous functions,{ξsk}; then if µ is any
positive Radon measure on Ω, µ(ξs) = limk→∞ µ(ξsk). Now consider the
set {ξj : j = 1, 2, . . . , L} of all such functions, for all positive integer L. The
linear combination of these functions can approximate a function in C1(Ω)
arbitrary well (see [19] chapter 5).
By defining U = V = [−1.0, 1.0] and g(X) = 0, in the following, two examples
for the linear and nonlinear cases of the elliptic equations will be presented.

Example 6.1 Let the fixed part of the boundary of D consists of three
sides of a unit square joining points A = (1, 0), (0, 0), (0, 1) and B =
(1, 1); and a variable unknown curve joining points A and B, so that it
makes ∂D simple and closed. Therefore qD(x, y) in (9) can be chosen as

xy(y− 1)
∏M
l=1(x− xl+ y−Yl); in this manner, ψi(x, y) is selected so that it

is zero on each unknown corner Am = (xm, Ym) of Γ. Reminding that we are
able to choose it in a way that it would be zero on each segment Am−1Am
(something which is done in the next example). Now we take f2(s, v) = 0,

f1(X,u) =

{
400 -0.05 ≤ u ≤ 0.05
1
u2 otherwise,

and also M = 8, Y1 = 0.15, Y2 = 0.25, Y3 = 0.35, Y4 = 0.45, Y5 = 0.55,
Y6 = 0.65, Y7 = 0.75, Y8 = 0.85. The control function is supposed to be zero
on ∂D except the segment of line y = 1 which along this segment, v(s) takes

values in V , when s ∈ [0, 1]. Thus, in (7) we have Gi = −(∂ψi(s,y)
∂y )|y=1

.

To set up the finite linear programming (7) for the next two cases, we choose
M1 = 3 and M2 =M3 = 10. Also the condition 0 ≤ xm ≤ 2,m = 1, 2, . . . , 8,
is applied by using the penalty method (see [22]). Moreover we put a dis-
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cretization on Ω with N = 1100 nodes by points Zn = (xn, yn, un), n =
1, 2, . . . , N . Because the control function is zero on ∂D except the segment
of the line y = 1, we have put a discretization on ω with K = 110 nodes like
zk = (sk, vk), k = 1, 2, . . . ,K; these nodes have been chosen as zk = z11(i−1)+j

for i = 1, 2, . . . , 10 and j = 1, 2, . . . , 11, where s11(i−1)+j = (i−1)+0.5
10 and

v11(i−1)+j = 2(j−1)
10 − 1.0. Hence the total number of variables in a simi-

lar problem to (7) is 1100 + 110 = 1210. In the case of these concepts, we
solved the following examples for the linear and nonlinear case of the ellip-
tic equations; in each case we chose the subroutine AMOEBA (see [17]) as
the standard minimization algorithm with the initial valves Xm = 1.0, for
m = 1, 2, . . . , 8 (indeed, here the initial domain is selected as a unit square).
Also, we applied the E04MBF NAG-Library Routine for solving the appro-
priate finite linear program.
Linear Case: In this example for the linear case, we chose f = 0; then by
applying the mentioned method, after 497 iteration we achieved the optimal
value of I = 0.44432256772971. The value of the variables in the final step
was

X1 = 0.044671, X2 = 0.000003, X3 = 0.000018, X4 = 0.083868, X5 = 0.004590,

X6 = 1.181268, X7 = 0.003360, X8 = 1.291424.

According to the obtained results, the suboptimal control function, the initial
and the final domain, and also the changes diagram of the objective function
according to the number of iterations, have been plotted in the Figures 2, 3
and 4. We remind that one could do some smoothness and get better results
(see Example 6.2 for instance).
Nonlinear case: By choosing f = 5u2 and applying the other assumption
as above, the example for the nonlinear case of the elliptic equations was
solved. After 492 iterations, the optimal value was I = 0.44432182922939
and the value of the variables in the final step was X1 = 0.044691, X2 =
0.083889, X3 = 0.004568, X4 = 0.003356, X5 = 0.000026, X6 = 0.000001, X7 =
1.181291, X8 = 1.291379. The results have introduced the suboptimal control
function, the final domain and the changes diagram of the objective function
which have been plotted in the Figures 5, 6 and 7.

Example 6.2 Let the fixed part of the boundary be the left half of the
unite circle, joining the points A = (0,−1) and B = (0, 1). Hence for M = 9,
qD(x, y) in (9) can be chosen as

(x+
√
1− y2)(x−5X1(y+1))(x−5X9(y−Y9))

9∏
l=2

(x−Xl−1−5(Xl−Xl−1)(y−Yl−1)),

where Y1 = −0.8, Y2 = −0.6, Y3 = −0.4, Y4 = −0.2, Y5 = 0, Y6 = 0.2,
Y7 = 0.4, Y8 = 0.6, Y9 = 0.8. This function is zero on all ∂D and thus in (7)
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Figure 2: The optimal boundary control function for the linear case of Ex-
ample 6.1.
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Figure 4: Change of the objective function according to iterations for the
linear case of of Example 6.1.

s

v

0.0 0.2 0.4 0.6 0.8 1.0

-1
.0

0
-0

.9
5

-0
.9

0
-0

.8
5

-0
.8

0

Optimal Control function - nonlinear case

Figure 5: The optimal boundary control function for the nonlinear case of
Example 6.1.



A shape-measure method for solving free-boundary ... 59

x
y

0.0 0.5 1.0 1.5 2.0

0.
0

0.
5

1.
0

1.
5

2.
0

Initial shape

x

y

0.0 0.5 1.0 1.5 2.0

0.
0

0.
5

1.
0

1.
5

2.
0

Final shape - nonliner case

Figure 6: The initial and the optimal domain for the nonlinear case of Ex-
ample 6.1.
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we have Gi = v
√
1− y2ψix − vyψiy. To show that the method is suitable

enough even for the hard situations, we considered much more difficulties
in conditions. Therefore, it is supposed that here the variables xi’s have
an upper bounds

√
1− Y 2

i and a lower bound which guaranteed that the
variable points can not pass the left half of the unite circle. These conditions
are applied by means of the penalty method (see [22]). By selecting

f2(s, v) =

{√
(Xi + 5(Xi −Xi−1)(s− Yi−1)2 + s2, Yi−1 ≤ s ≤ Yi

s2 − v2 − 1, 1 ≤ s ≤ 1 + π,

K = 3200, N = 11875, M2 = 9 and M3 = 15 (9 equation for fixed bound-
ary and the rest for Γ), an extra condition for the summation of αi’s is also
considered to be sure that the domain is covered by characteristic functions
perfectly. Thus Ω and ω are discretized by 15075 nodes in which 100 of
them was chosen from the fixed part of boundary and also on each segment
Am−1Am, 20 nodes was selected. Moreover the subroutines AMOEBA and
DLLRRS from the Fortran library were used for solving the following exam-
ples.
Linear Case: Let f1 = 1 − u2 and f = 0 (hence the elliptic equation (1)
is linear). The initial domain is selected as complete unite circle. After 785
iterations, the optimal value was converge to 19.9850134 and the optimal val-
ues of xi’s were: 0.941, 0.1868, 0.2767, 0.3863, 0.5033, 0.3845, 0.2770, 0.1870,
0.0945. The nearly optimal control and the optimal domain, before and after
fitting a smooth curve by means of the natural cubic Spline, were plotted in
Figures 8, 12 and 10 (by use of Maple9.5 software).

Nonlinear Case: By the above assumptions and choosing f1 = x+y+u−0.1
and f = 5u2, a nonlinear case of the problem is solved. The initial domain is
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Figure 9: The optimal domain for the linear case of Example 6.2 before
fitness.

Figure 10: The optimal domain for the linear case of Example 6.2 after fitness.
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0.5

1

0

-0.5

32.521.510

0.5

Figure 11: The optimal boundary control function for the nonlinear case of
Example 6.2.

Figure 12: The optimal domain for the nonlinear case of Example 6.2 after
fitness.

also selected as a unit circle and after 1303 iterations the optimal control and
the optimal domain are obtained. The optimal control is plotted in Figure
11 and after fitting a smooth curve as above, the optimal domain for this
case is shown in Figure 12. In this case, the optimal value was 10.699029.

7 Conclusions

Having continued our previous work; herein, we have shown that the men-
tioned Shape-measure method can be successfully applied for solving free
boundary problems which involved with boundary control function. The
method was able to characterize the optimal pair of domain and its related
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control function simultaneously; moreover, the optimal value for the general
form of the objective function were determined in an easy way just by apply-
ing a standard search technique and also the simplex algorithm perfectly well.
Presenting a linear treatment even for the extremely nonlinear problems was
one of the main advantages of this method.
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List of symbols
D: a domain
∂D: boundary of D
u: solution of the elliptic system
v: boundary control
DM: the set of admissible domains for fixed M
D: the set of general admissible domains
F : the set of all pairs of (D, v) where D ∈ DM
n: is the outward unit vector on ∂D
H1(D): the Sobolev space of order 1
H1

0 (D): set of functions in H1(D) in which they are zero on ∂D
C(Ω): the set of continuous and bounded functions on Ω
C1(Ω): the set of functions in C(Ω) which depend only on the first variable
M+(Ω): the space of positive Radon measures on C(Ω)
P (x, y): the space of polynomials of x and y.
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Relation between intersection of
nullclines and periodic solutions in a
differential equations of p53 oscillator

F. Rangi and M. Tavakoli

Abstract

We consider a simple mathematical model that suggests emergence of

oscillations in p53 and Mdm2 protein levels in response to stress signal. In-
tracellular activity of the p53 protein is regulated by a transcriptional target,
Mdm2, through a feedback loop. The model is classified in five cases with
respect to intersection of nullclines. In each case occurrence(or not) of the

limit cycle is investigated.

Keywords: DNA damage; p53-Mdm2; Limit cycle; Mathematical biology.

1 Introduction

The p53 protein is suppressor tumor that plays an important role in growth,
arrest, senescence, and apoptosis in response to broad array of cellular dam-
age.In more than 50% of human cancer, the p53 is muteted[3]. Under normal,
unstressed conditions (for example calls dont suffer DNA damage or no DNA
damage) the concentration of p53 is kept at low levels by Mdm2 gene. Mdm2
plays a key role in preserving p53 levels low in normal cell while the Mdm2
transcription is induced by p53 itself[3]. Thus with negative feedback loop
(p53 → Mdm2 ⊣ p53) any increase of p53 normally leads to an increase in
Mdm2 levels, which then pushes p53 back down to a low steady state level[7].
But In environmental stresses such as DNA damage, the concentration of p53
increase and inducing a transition to oscillations of p53 level [4]. Namely p53
arrests the cell cycle, thereby giving the cell time to correct any DNA dam-
age, activates transcription of genes which is indirectly responsible to DNA
repair, and can be the cause of apoptosis [2]

Lahava et al. in [8] measured intercellular concentration of total p53
and Mdm2 protein and observed p53 and Mdm2 protein concentration in a
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single cell oscillation in response to DNA damage, and proposed that system
behaved as a digital oscillator [2].

The generation of oscillations in the p53/Mdm2 network seems a chal-
lenge to modellers, becuase negative feedback is not sufficient for oscillatory
behaviors. For example, a negative feedback composed of only two elements,
such as p53 → Mdm2 ⊣ p53, cannot oscillate. The observation of Lahava
et al. in [8] leads to several interesting model and hypotheses [3, 9]. In fact
several mathematical models have been proposed to explain the damped os-
cillations of p53, either in cell population or in a single cell, most of which
are deterministic models of ordinary differential equations [15]. Lev Bar Or
et al. considered the possibility of a negative feedback loop composed of
three components (Mdm2, p53 and putative intermediate factor), which can
oscillate (part A of Figure1) or require the simultaneous presence of negative
and positive feedbacks (part B of Figure1)[3] .

Figure 1: Pathways to oscillations. Oscillation can be found in two different
types (A) negative feedback loops with three or more components and (B)
combinations of negative and positive feedbacks

Tyson in response the observation of Lahava which showed the digital os-
cillator behavior, assumed the steady state p53 concentration passes through
a hopf bifurcation in following DNA damage and the p53 and Mdm2 levels
begin to oscillate [2, 15]. In [2]another protein (The Atm protein) has been
mentioned that is similar to a switch that caused the p53- Mdm2 oscillator
be into or out to oscillatory zone. By following to in[12] regions of parameters
into which the Atm protein can switch off damage signals, are determined.

Another approach to modeling the p53 dynamics make explicit use of
delays in the system corresponding to the time that it takes for transcription
and translation of proteins [10, 14, 16].

Consider two types of motifs, as illustrated in Figure1, which are discussed
in [3]. Case ii in part B of Figure1 has autocatalysis in p53, whereas in case
i of that figure, in addition to the normal activation of Mdm2 by p53, there
is a path by which Mdm2 is down-regulated by p53 [2].
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A recent elementary model which is motivated biologically according to
case ii in part B of Figure1 (autocatalysis) formulates as below

ẋ = α0 +
α1x

n

k1 + xn
− γ1xy − γ2x = F

ẏ = α2 +
α3x

4

k2 + x4
− γ3y = G

(1)

where x(t) = [p53(t)] and y(t) = [Mdm2](t) are denoting concentration
of p53 and Mdm2 respictively[2]. In the first equation above,α0 shows the
production rate of p53, the second therm with coefficient α1 represents an
autocatalytic process and it is described with a Hill coefficient n ∈ N which
determines the degree of cooperativity of the ligand of p53 binding to the
enzyme or receptor [5]. The third therm represents the active process of
ubiquitination of p53 independently of Mdm2 and the fourth term represents
the degradation of p53 independently of Mdm2. Similarly in the second
equation above, α2 shows the production rate of Mdm2, and second term with
coefficient α3 represents the activation of Mdm2 by p53 whit Hill coefficient
4, and the third represents the degradation of Mdm2 [2] .

Analysis the trace and determinate of system (1) can be shown in addition
to negative feedback loop in p53 - Mdm2 network, autocatalysis by either p53
or Mdm2 leads to the possibility of oscillatory behavior. In the absence of
autocatalysis, one can still get oscillations if p53 also down-regulates Mdm2
or Mdm2 also up-regulates p53, in addition to the normal activation.

Here, Oscillatory behavior was described in the form of a limit cycle i.e.
to obtain oscillatory behavior from each initial condition the fixed point of
the system that resides within the limit cycle needs to be an unstable spiral.
In this case all trajectories in the phase plane originating at near that fixed
point spiral out and asymptote onto the limit cycle [2].

The goal of system biology is to analyze the behavior and interrelation-
ships of functional biological system [13]. we analyze system (1) ) to find
out the possible cases for existence of limit cycles that oscillatory behavior in
p53-Mdm2 network is described. In fact the DNA damage can be controlled
when slightly oscillatory region would be given in system (1). In other word,
by changing the parameter values (parameter values to get the oscillation)
and conditions are imposed on the system (1), then system has the stable
limit cycle (oscillatory mode). Therefore, giving cell time to the repair the
damage and will not develop cancer. For this purpose we use the Poincare
Bendixson Theorem that possible case are shown for existence or nonexis-
tence of limit cycle in system (1). The Poincare Bendixson theorem says
that as t→ ∞ the trajectories will tend to a limit cycle solution[11].

Theorem 2. (Poincare Bendixson Theorem) Suppose that Ω is a
nonempty, closed and bounded limit set of a planar of differential equation
that contains no equilibrium point. Then Ω is a closed orbit [6].
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On of the most useful tools for analyzing nonlinear systems of differential
equations (especially planer systems) are the nullclines. For a system in the
form 

ẋ1 = f1(x1, x2, · · · , xn)
...

ẋn = fn(x1, x2, · · · , xn)

(2)

The xj -nullcline is the set of points where ẋj vanishes, so the xj -nullcline
is the set of points determined by setting fj(x1, x2, · · · , xn) = 0 [6].
First, with regard to the intersections of x- and y- nullcline (equilibrium
point) of system (1), We classify them in several cases. In any of regions
between the nullclines, the vector field is neither vertical nor horizontal, so
it must point in one of four direction: northeast, northwest, southeast or
southwest. We call such regions basic region [6]. The basic regions where
ẋ ̸= 0 and ẏ ̸= 0 are of four types:

A:ẋ > 0, ẏ > 0 B:ẋ < 0, ẏ > 0
C: ẋ < 0, ẏ < 0 D:ẋ > 0, ẏ < 0

Equivalently, these are the regions where the vector field points northeast,
northwest, southwest, or southeast, respectively. [6].

Next we investigate the possibility of existence or nonexistence of limit
cycles in system (1) by using Poincare Bendixson theorem. The Poincare
Bendixson theorem says when the trajectory will tend to a limit cycle solution
as t→ ∞.

2 Classifying of nullclines

x- nullcline in system (1) is the set of points where F (x, y) = 0.

F (x, y) = 0 =⇒ y = f(x) =
1

γ1
(
α0

x
+
α1x

n−1

k1 + xn
− γ2) (3)

The map y = f(x) has two critical point

x1,2 = n

√
k1(−2α0 + α1(n− 1)±√

q)

2(α0 + α1)
(4)

where
q = −4nα0 + α2

1n
2 − 2α2

1n+ α2
1 (5)

If we assume that x1 and x2 are positive, real and different; Therefore q
must be positive. It is easy to see that x1 > x2.
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Figure 2: x-nullcline

So if x → 0, then f(x) = y → ∞. Since the x1 and x2 are positive and
x1 > x2 then sign f ′ is negative in interval (0, x2) and the map y=f(x) is
decreases in this area. The sign of f ′ is changed in x2 because x1 and x2 are
simple roots of equation y = f ′(x). Therefore sign f ′ is positive between x1
and x2 and the map y=f(x) is increases in (x2, x1). The map has a change
of sign in x1, so sing f ′ is negative in (x1,∞) and y = f(x) is decreasing in
this interval. Therefore x1 and x2 are maximum and minimum for y = f(x)
, respectively.

Also, for the graph of G(x,y)=0 i.e. y - nullcline We have

G(x, y) = 0 =⇒ y = g(x) =
1

γ3
(
α3x

4

k2 + x4
+ α2) (6)

and
lim
x→0

g(x) =
α2

γ3
, lim
x→+∞

g(x) =
α3

γ3
(7)

and

g′(x) =
1

γ3

( 4α2k2x
3

(k4 + x4)2

)
(8)

So g′(x) > 0 in the first region coordinate system (x > 0, y > 0). Therefore
g(x) increases in this region

Now with regard to the intersections of x- and y- nullclines of system (1),
it is classified in several cases and we obtained the vector field for each of these
cases by XPP software. We discussed possibility of existence or nonexistence
of limit cycle near the equilibrium point (intersection of nullclines).

Case 1: The intersection before minimization
In this case,Trajectory of solution tends to intersection point of nullclines
and system do not have limit cycle near the intersection point( Figure 4).
The vector field is plotted for these parameters in this figure. By the basic
region, as mentioned in introduction, the sign of ẋ and ẏ(F and G) can be
determined respectively. We use the direction of vector field and basic regions
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Figure 3: y-nullcline

to get the sing of Fy and Fx and Gx and Gy for Jacobin matrix system(1) in
intersection point .

Figure 4: The vector field and nullclines and trajectory solution for the first
case

A =

(
Fx(xs, ys) Fy(xs, ys)
Gx(xs, ys) Gy(xs, ys)

)
(9)

We move a long a line parallel to the x-axis through the equilibrium point
, F decreases since F > 0 the lower x-side and F < 0 on the higher x-side.
Therefore, Sign of Fx is negative. Similarly, we move a long a line parallel to
the y-axis through the equilibrium point , G decreases since G > 0 the lower
y-side and G < 0 on the higher y-side (for detail see [11]). Therefore, Sign of
Gy is negative. So x- and y -nullcline is decrease and increase in intersection
point respectively. As we have in near the equilibrium point
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dx

dy
]F=0 = −Fy

Fx
< 0, Fx < 0 ⇒ Fy < 0 (10)

dx

dy

]
G=0

= −Gy
Gx

> 0, Gy < 0 ⇒ Gx > 0 (11)

In this case, sign of Jacobin matrix is equal

A =

(
− −
+ −

)
(12)

Therefore trace of A matrix is negative and eigenvalues of A matrix is equal

λ1,2 =
trA

2
± 1

2

√
(trA)2 − 4detA (13)

The equilibrium point is stable since eigenvalue of system (1) is negative real
part. Therefore system (1) by the Poincare Bendixson Theorem do not have
limit cycle near the intersection point in this case.

Case 2: the intersection after maximization of graph F=0
The vector field is plotted in Figure 5. By a similar process in the first case,

Figure 5: The vector field and nullclines and trajectory solution for the second
case

the sign at A matrix is equal

A =

(
− −
+ −

)
(14)

which is trA < 0 and eigenvalue of system is negative real part. Therefore
the equilibrium point is stable. So system (1) do not have limit cycle near
the intersection point in this case.
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Case 3: the intersection between maximum and minimum of
graph F=0
Figure 6 showes the vector field in this case. Similarly we have

Figure 6: The vector field and nullclines and trajectory solution for the third
case

A =

(
+ −
+ −

)
(15)

In this case, it is possible that system (1) admits periodic solution [11].
We plotted the limit cycle near the intersection point in Figure 6 .

Case 4: two intersection points
We observe that system has two stable intersection points, which S1 point is
similar to first case. So system (1) has not limit cycle near the intersection
point in this case.

Case 5: three intersection points (after maximum, between max-
imum and minimum, before minimum)
In Figure 8, S1 and S3 points are located before of x2 and after of x1 re-
spectively. Thus system (1) don’t have limit cycle near these points, because
S1 and S2 are stable points.
For S2 we have

Fx > 0, Fy < 0, Gx > 0, Gy < 0 (16)

0 <
dy

dx

]
G=0

<
dy

dx

]
F=0

⇒ 0 < −Gx
Gy

< −Fx
Fy
. (17)

So
det(A) = FxGy − FyGx < 0. (18)
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Figure 7: The vector field and nullclines and trajectory solution for the fourth
case

This shows that S2 is saddle point. According to the Poincare Bendixson
theorem, this type of singularity does not admit periodic solutions. For more
details see([11]Section 7.3)

In following theorem we prove analytically that the only possible case for
the existence of limit cycle is second case and other cases don’t have limit
cycle at all.

Theorem 3. Theorem:System (1) can not admit limit cycle in cases 1, 2, 4
and 5 for the positive value of γ1, γ3 and xs(intersection point of nullclines).

Proof. If (xs, ys) is equilibrium point of system (1) then Jocobian matrix of
system (1) is equal

A =

(
Fx(xs, ys) Fy(xs, ys)
Gx(xs, ys) Gy(xs, ys)

)
(19)

and eigenvalues of matrix A are

λ1,2 =
trA

2
± 1

2

√
(trA)2 − 4detA (20)

By Gx = −Gy
dg

dx
and Fx = −Fy

df

dx
we have

det(A) = FxGy − FyGx = −FxGy
df

dx
+ FyGy

dg

dx
⇒ det(A) = FyGy(g

′ − f ′)

(21)
Also

Fy = −γ1x,Gy = −γ3 (22)
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Figure 8: The vector field and nullclines and trajectory solution for the fifth
case

Then

λ1,2 =
γ1xsf

′(xs)− γ3 ±
√
(γ1xsf ′(xs)− γ3)2 − 4γ1γ3xs(g′(xs)− f ′(xs))

2
(23)

Now since the (x1, y1) point is maximum of map f , if the intersection occurs
after maximum point then f ′(xi) ≤ 0 for each of xi that xi ≥ x1 . Hence we
have f ′(xs) ≤ 0 , so by the positive value of γ1, γ3 and xs, trA < 0 and the
(xs, ys) point is stable point. Therefore trajectory of solution limits to that
point and we don’t have limit cycle near this point.
Similarly if the intersection of maps f and g occurs before minimum of map
f then the trace of matrix A is negative because of we have f ′ ≤ 0 in interval
(0, x2] and so this point is a stable point that trajectory of system (1) limits
to that point.
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