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Letter from the Editor in Chief

I welcome you to the international Mashhad Research Journal of Mathemati-

cal Sciences (MRJMS). This journal is published biannually and supported by

Faculty of Mathematical Sciences at Ferdowsi University of Mashhad. Faculty of

Mathematical Sciences with three centers of excellence and three research centers

is well-known in mathematical communities in Iran.

The main aim of the journal is to facilitate discussions and collaborations between

specialists in mathematics and statistics, in the region and worldwide.

Our vision is that scholars from different Mathematical research disciplines, pool

their insight, knowledge and efforts by communicating via this international jour-

nal.

In order to assure high quality of the journal, each article will be reviewed by

subject-qualified referees.

Our expectations for MRJMS are as high as any well-known mathematical jour-

nal in the world. We trust that by publishing quality research and creative work,

the possibility of more collaborations between researchers would be provided. We

invite all mathematicians and statisticians to join us by submitting their original

work to Mashhad Research Journal of Mathematical Sciences.

Mohammad Reza R. Moghaddam
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On algebraic characterizations for finiteness of the

dimension of EG

Olympia Talelli∗†

Department of Mathematics, University of Athens

Panepistemiopolis, 15784 Athens - Greece

Abstract

Certain algebraic invariants of the integral group ring ZG of a group G

were introduced and investigated in relation to the problem of extending

the Farrell-Tate cohomology, which is defined for the class of groups of finite

virtual cohomological dimension. It turns out that the finiteness of these

invariants of a group G implies the existence of a generalized Farrell-Tate

cohomology for G which is computed via complete resolutions.

In this article we present these algebraic invariants and their basic prop-

erties and discuss their relationship to the generalized Farrell-Tate cohomol-

ogy. In addition we present the status of conjecture which claims that the

finiteness of these invariants of a group G is equivalent to the existence of a

finite dimensional model for EG, the classifying space for proper actions.

Keywords and phrases: Farrell-Tate cohomology, virtual cohomological

dimension, complete resolution, finitistic dimension of the integral group

ring, classifying space for proper action.

AMS Subject Classification 2000: Primary 20G10, 20J06; Secondary

18G10.

Mashhad R. J. Math. Sci., Vol.1(1)(2008) 1-22.

∗E-mail: otalelli@cc.uoa.gr or otalelli@math.uoa
†This project is cofunded by the European Social Fund and National Resources, EPEAEK

II–Pythagoras, grant # 70/3/7298. It was also supported by grant ELKE # 70/4/6411 (Univ.

of Athens).

1



2 Olympia Talelli

1 Introduction

In their efforts to generalize the Farrell-Tate cohomology, which was defined for

the class of groups of finite virtual cohomological dimension, Ikenaga in [12] and

Gedrich and Gruenberg in [10] considered certain algebraic invariants of a group

and showed that if these were finite then generalized Tate cohomology is defined

for the group.

In particular, Ikenaga defined the generalized cohomological dimension of a

group G, cdG, to be

cd G = sup{k : Extk
ZG(M,F ) 6= 0, M Z-free, F ZG-free}

and showed that if G admits a complete resolution and cdG < ∞ then generalized

Tate cohomology is defined for G.

A complete resolution of G is an acyclic complex {Pk}k∈Z of projective ZG-

modules which agree with an ordinary projective resolution of G in sufficiently

high (positive) dimensions.

Gedrich and Gruenberg considered the supremum of the projective lengths

of injective ZG-modules, spli ZG, and the supremum of the injective lengths of

projective ZG-modules, silp ZG. Then showed that if spli ZG < ∞ then G admits

a complete resolution and moreover silp ZG < ∞ which implies that any two

complete resolutions are homotopy equivalent, so generalized Tate cohomology is

defined for G.

Note that silp ZG and cd G are closely related, namely cdG ≤ silp ZG ≤

1 + cdG.

Mislin in [19] generalized these ideas and defined generalized Tate cohomol-

ogy, Ĥn(G,−), for any group G and any integer n as follows: Ĥn(G,−) =

lim−→
j≥0

S−jHn+j(G,−) where S−jHn+j(G,−) denotes the jth left satellite of the

functor Hn+j(G,−). Alternative but equivalent definitions were also given by

Benson and Carlson [1] and Vogel (see [11]).

Note that the generalized Tate cohomology can not always be calculated via
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complete resolutions as they do not always exist. It turns out that the general-

ized Tate cohomology can be calculated via complete resolutions if and only if

spli ZG < ∞ [24].

This article is a survey on the algebraic invariants of G that appeared in the

search for the definition of generalized Tate cohomology for G.

We first discuss their basic properties and interrelations.

We then discuss the state of a conjecture (Conj. A in [26]) which claims that

the finiteness of the above algebraic invariants, which imply that the generalized

Tate cohomology can be calculated via complete resolutions, is the algebraic

characterization of those groups G which admit a finite dimensional model for

EG, the classifying space for proper actions of G.

2 spli ZG

First we will establish some notation.

Let G be a group, H ≤ G and i : ZH → ZG the ring homomorphism induced

from H ↪→ G. Then the ring homomorphism i gives rise to the following functors:

1. r : ZGMod → ZHMod, where any (left) ZG-module can be regarded as a

ZH-module via i. If M ∈ ZGMod, then we denote r(M) by M |H .

2. e : ZHMod → ZGMod

N → ZG ⊗
ZH

N , where the left ZG-action on ZG ⊗
ZH

N is inherited

from the (ZG, ZH)-bimodule structure of ZG.

The module e(N) = ZG ⊗
ZH

N is called induced and we denote it by
↘
ZG ⊗

ZH
N .

3. c : ZHMod → ZGMod

N → HomZH(ZG, N), where the left ZG-action on HomZH(ZG, N)

is inherited from the (ZH, ZG)-bimodule structure of ZG.

The (left) ZG-module c(N) = HomZH(ZG, N) is called co-induced and we

denote it by HomZH(Z
↙
G, N).

Let now G be a group and A,B ∈ ZGMod.

We denote by HomZ(
↘
A,

↘
B) (resp.

↘
A ⊗

Z

↘
B) the (left) ZG-module HomZ(A,B)
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(resp. A ⊗
Z

B) with the diagonal action (gf)(α) = gf(g−1α), g ∈ G, f ∈

HomZ(A,B), α ∈ A (resp. g(α⊗ β) = gα⊗ gβ, g ∈ G, α ∈ A, β ∈ B).

The following Proposition states the well-known relation between the diagonal

action and the induced and co-induced actions. The Corollary after it, states some

of the Proposition’s well-known consequences.

We state both without proofs.

Proposition 2.1. Let G be a group, H ≤ G and M ∈ ZGMod. If Z(G/H) is

the permutation module, where G/H is the set of cosets gH and G acts on G/H

by left translations then

(i) Z(G
↘
/H)⊗

Z

↘
M ∼=

↘
ZG ⊗

ZH
M/H

(ii) HomZ

(
Z
↘
( G/H),

↘
M

)
∼= HomZH(Z

↙
G, M |H).

Corollary 2.2. Let A ∈ ZGMod with proj.dimZG A ≤ m. Then

(i) If B ∈ ZGMod with B Z-free then proj.dimZG

↘
A ⊗

Z

↘
B ≤ m;

(ii) If B ∈ ZGMod with B Z-injective then inj.dim HomZ(
↘
A,

↘
B) ≤ m.

The following proposition and theorem state some basic properties of spli ZG

[10].

Spli ZG is the supremum of the projective lengths of the injective ZG-modules.

It is not difficult to see that spli ZG < ∞ iff every injective ZG-module has finite

projective dimension.

Proposition 2.3.

(i) If G is a finite group then spli ZG = 1

(ii) If G is a group with cdZG = n then spli ZG ≤ n + 1

(iii) Let G be a group and H ≤ G. If I is an injective ZG-module then I|H is

an injective ZH-module. Moreover spli ZH ≤ spli ZG
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(iv) If H ≤ G and | G : H |< ∞, then spli ZG = spli ZH.

Proof.

(i) If I is an injective ZG-module, with G finite, then I is cohomologically

trivial [e.g. [2]] and hence proj.dim I ≤ 1 and since I is not Z-free it follows

that proj.dim I = 1.

(ii) Since cdZG = n we have that proj.dimZG Z = n hence by Corollary 2.2 (i),

for any ZG-module A with A Z-free we have that proj.dimZG A ≤ n.

Now if M is any ZG-module and one takes a projective presentation of M

0−→K−→P−→M−→0

then K, being a submodule of P , is Z-free. Hence proj.dimZG K ≤ n and

since P is projective, it follows that proj.dimZG M ≤ n + 1. In particular

if I is an injective ZG-module then proj.dimZG I ≤ n + 1.

(iii) If I is an injective ZG-module, then I|H is an injective ZH-module since

HomZG

(↘
ZG ⊗

ZH
−, I

)
∼= HomZH(−, I|H)

and
↘
ZG ⊗

ZH
− is an exact functor: ZHMod → ZGMod.

Now if K is an injective ZH-module, then K is a ZH-direct summand of

the injective ZG-module HomZH(Z
↙
G, K). Hence

proj.dimZH K ≤ proj.dimZH HomZH(Z
↙
G, K)|H ≤ proj.dimZG HomZH(Z

↙
G, K)

, which implies that spli ZH ≤ spli ZG.

(iv) Let | G : H |< ∞ and let spliZH = m. By (iii), to show that spli ZG = m, it

is enough to prove that every injective ZG-module has projective dimension

≤ m.
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Let I be an injective ZG-module, then by (iii) I|H is an injective ZH-module

and since spli ZH = m, there is a ZH-projective resolution

0−→Pm−→· · ·−→P0−→I|H−→0,

which implies that proj.dimZG

↘
ZG ⊗

ZH
I|H ≤ m.

Since | G : H |< ∞, it follows that

↘
ZG ⊗

ZH
I|H ∼= HomZH(Z

↙
G, I|H).

But I is a ZG-direct summand of HomZH(Z
↙
G, I|H), hence proj.dimZG I ≤

m.

We will show that spli ZG < ∞ is an extension closed property.

For this we need the following lemma.

Lemma 2.4. Let G be a group and J = HomZ(Z
↙
G, Z). Then

(i) inj.dimZG J ≤ 1;

(ii) if spli ZG = m then proj.dimZG J ≤ m;

(iii) spli ZG < ∞ iff proj.dimZG J < ∞.

Proof. The exact sequence of abelian groups 0 → Z → Q → Q/Z gives rise to

the following exact sequence of ZG-modules

0−→HomZ(Z
↙
G, Z)−→HomZ(Z

↙
G, Q)−→HomZ(Z

↙
G, Q/Z)

from which follows (i) and (ii), since HomZ(Z
↙
G, Q) and HomZ(Z

↙
G, Q/Z) are

injective ZG-modules.

Now let proj.dimZG J < ∞. We will show that every injective ZG-module I

has finite projective dimension.
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From the Z-split ZG-exact sequence 0 → IG → ZG
ε→ Z → 0, where ε is the

augmentation map, we obtain the Z-split ZG-exact sequence

0 → Z → J → HomZ(
↘
I G,

↘
Z) → 0, which gives rise to the ZG-exact sequence 0 →

I →
↘
I ⊗

↘
J →

↘
I ⊗C → 0, where C = HomZ(

↘
I G,

↘
Z). Note that HomZ(Z

↙
G, Z) ∼=

HomZ(
↘
ZG,

↘
Z). Since I is a ZG-direct summand of

↘
I ⊗

↘
J it is enough to show

that proj.dimZG

↘
I ⊗

↘
J < ∞.

Let 0 → K → P → I → 0 be a ZG-projective presentation of I. Since J is

Z-torsion-free we obtain the following ZG-exact sequence

0−→
↘
K ⊗

Z

↘
J−→

↘
P ⊗

Z

↘
J−→

↘
I ⊗

Z

↘
J−→0.

Since proj.dimZG J < ∞ and P , K are Z-free it follows from Corollary 2.2 (i)

that proj.dimZG

↘
K ⊗

Z

↘
J < ∞ and proj.dim

↘
P ⊗

Z

↘
J < ∞, hence

proj.dimZG

↘
I ⊗

Z

↘
J < ∞.

It is clear from the proof of (iii) of the above lemma that we have

Corollary 2.5. spli ZG < ∞ iff there is a Z-split, ZG-monomorphism

0 → Z → M with proj.dim M < ∞ and M Z-torsion free.

Theorem 2.6. [10] Let 1 → N → G
π→ K → 1 be an extension of groups. Then

spli ZG ≤ spli ZN + spli ZK.

Proof. Let spli ZN = n and spli ZK = m and let I be an injective ZG-module.

We will show that proj.dimZG I ≤ n + m.

We consider the Z-split ZK-exact sequence

0−→Z−→HomZ(Z
↙
K, Z)−→HomZ(IK, Z)−→0

as a ZG-exact sequence via π : G → K and tensoring it with I, we obtain the

following ZG-exact sequence

0−→I−→I ⊗HomZ(Z
↙
K, Z).
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Since I is a ZG-direct summand of
↘
I ⊗HomZ(Z

↙
K, Z) it is enough to show that

proj.dimZG I ⊗
Z

J ≤ n + m, where J is the ZG-module HomZ(Z
↙
K, Z).

Now by Lemma 2.4 (ii), proj.dimZK J ≤ m and since spli ZN = n it follows

that proj.dimZN I|N ≤ n.

Hence there exists Q : 0 → Qm → · · · → Q0 → J → 0 a ZK-projective

resolution of J of length m and P : 0 → Pn → · · · → P0 → I → 0 a ZG-

exact sequence with Pi ZG-projective modules for all 0 ≤ i ≤ n − 1 and Pn|N a

projective ZN -module.

Consider the following ZG-complexes Q′ : 0 → Qm → · · · → Q0 → 0, a ZG-

complex via π : G → K and

P ′ : 0 → Pn → · · · → P0 → 0 and let Q′ ⊗
Z

P ′ be their tensor product.

Since J is Z-torsion free it follows from the Künneth formula that we obtain

a ZG-exact sequence 0 → Bm+n → · · · → B0 →
↘
I ⊗

Z

↘
J → 0, where

Bλ =
(

Q′ ⊗
Z

P ′
)

λ

= ⊕
r+s=λ

↘
Qr ⊗

Z

↘
P s.

By Proposition 2.1 (i), Bλ is a projective ZG-module for 0 ≤ λ ≤ m+1. Since

Ps|N is a projective ZN -module for all s, we obtain a ZG-projective resolution

of
↘
I ⊗

Z

↘
J of length m + n.

3 spli ZG, silp ZG, fin. dim ZG, K(ZG)

Silp ZG = sup{inj.dimZG P |Pproj.ZG-module} and it is not difficult to see that

silp ZG < ∞ iff every projective ZG-module has finite injective dimension.

Note that silp ZG ≤ m is equivalent to the following extension condition [12]:

For every exact sequence

0−→ ker ∂m−→Pm
∂m−−→ Pm−1−→· · ·−→P0−→M−→0

with Pi projective ZG-modules for 0 ≤ i ≤ m, any map ker ∂m → P , P a

projective ZG-module, extends to a map Pm → P .
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It is not difficult to see that if silp ZG and spli ZG are both finite then they

are equal.

The following Proposition, which we state without proof, gives some basic

properties of silp ZG.

Proposition 3.1.

(i) If G is a finite group, then silp ZG = 1.

(ii) If G is a group with cdZG = n then silp ZG ≤ n + 1.

(iii) If G is a group and H ≤ G then silp ZH ≤ silp ZG.

Moreover, if |G : H| < ∞ then silp ZG = silp ZH.

Theorem 3.2. [10] For any group G, silp ZG ≤ spli ZG.

Proof. It is enough to show that if spli ZG < ∞ then silp ZG < ∞. By Lemma

2.4 (iii), it is enough to show that if proj.dimZG J < ∞ then silp ZG < ∞, where

J = HomZ(Z
↙
G, Z).

Let proj.dimZG J < ∞ and consider a projective ZG-module P . The exact

sequence 0 → Z → Q → Q/Z → 0 gives rise to the following ZG-exact sequence

0−→P−→P ⊗
Z

Q−→P ⊗
Z

Q/Z−→0.

Hence to show that inj.dimZG P is finite, it is enough to show that inj.dim P ⊗
Z

D

is finite, where D is a Z-injective abelian group.

Let P̃ = P ⊗
Z

D, where D is a divisible abelian group, then P̃ is a direct

summand of an induced module hence it is relative projective i.e. if

0−→A−→B−→P̃−→0 (∗)

is an exact sequence of ZG-modules which is Z-split, then (∗) is ZG-split.

Consider the Z-split ZG-exact sequence 0 → Z → J → C → 0 where C =

HomZ(
↘
JG,

↘
Z). This gives rise to the following Z-split, ZG-exact sequence

0−→HomZ(
↘
C,

↘
P̃ )−→HomZ(

↘
J ,

↘
P̃ )−→HomZ(

↘
Z,

↘
P̃ )−→0.
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But HomZ(
↘
Z,

↘
P̃ ) ∼= P̃ , hence P̃ is a ZG-direct summand of HomZ(

↘
J ,

↘
P̃ ).

Since proj.dimZG J < ∞ it follows from Corollary 2.2 (ii) that

inj.dimZG HomZ(
↘
J ,

↘
P̃ ) < ∞.

Open questions 3.3.

a) It is not known if silp ZG < ∞ is an extension closed property.

b) It is not known if there is a group G such that silp ZG < ∞ and spli ZG

infinite.

c) It is conjectured in [6] that for any group G, silp ZG = cdG + 1 = spli ZG.

This is proved in [6] for certain classes of groups.

Two more algebraic invariant of G, the finiteness dimensions of ZG, and k(G)

are related to spli ZG, and spli ZG. The finiteness dimension of ZG, fin.dim ZG,

which is the supremum of the projective dimensions of the ZG-modules of finite

projective dimension and

k(G) = sup{proj.dimZG M |proj.dimZH M < ∞ for every finite subgroup H ≤ G}.

Proposition 3.4. [26] Let G be any group, then

fin.dim ZG ≤ silp ZG ≤ spli ZG ≤ k(ZG).

Moreover, if any of the above invariants is finite then it is equal to the ones less

than equal to it.

Proof. It is easy to see that fin.dim ZG ≤ silp ZGZG and by Theorem 3.2,

silp ZG ≤ spli ZG. Now by Proposition 2.3 (i) and (iii) it follows that spli ZG ≤

k(G).

Now if k(G) < ∞ then clearly k(G) ≤ fin.dim ZG, hence

fin.dim ZG = silp ZG = spli ZG = k(ZG).



Algebraic characterizations for finiteness of . . . 11

In [4], it was shown that if G is an HF-group then silp ZG = spli ZG = fin.dim ZG =

k(ZG).

The class HF of groups was defined by Kropholler in [14] as follows. Let H0F

be the class of finite groups. Now define HαF for each ordinal α by transfinite

recursion: if α is a successor ordinal then HαF is the class of groups G which

admits a finite dimensional contractible G-CW -complex with cell stabilizers in

Hα−1F , and if α is a limit ordinal then HαF =
⋃

β<α

HβF . A group belongs to

HF if it belongs to HαF , for some ordinal α.

Note that a G-CW -complex is a CW -complex on which G acts by self-

homeomorphisms in such a way that the set-wise stabilizer of each cell coincides

with its point-wise stabilizer.

The class HF contains among others all groups of finite virtual cohomological

dimension and all countable linear groups of arbitrary characteristic. Moreover,

it is extension closed, subgroup closed, closed under directed unions and closed

under amalgamated free products and HNN -extensions.

4 Another characterization of spli ZG < ∞

Definition. A complete resolution for a group , (F ,P, n), consists of an acyclic

complex F = {(Fi, ∂i)|i ∈ Z} of projective modules and a projective resolution

P = {(Pi, di)|i ≤ 0} of G such that F and P coincide in sufficiently high dimen-

sions

· · · −→Fn+1−→Fn
∂n−−→ Fn−1−→· · ·−→F0−→F−1−→F−2−→· · ·∥∥∥ ∥∥∥

· · · −→Pn+1−→Pn
dn−−→ Pn−1−→· · ·−→P0−→Z−→0

The number n is called the coincidence index of the complete resolution.

Inekaga in [12] defined the notion of generalized cohomological dimension of

a group G, cdG = sup{k : Extk
ZG(M,F ) 6= 0, M Z-free, F ZG-free}.
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Note that cdG ≤ silp ZG ≤ cd G + 1.

He showed in [12] that if G admits a complete resolution then G admits a

complete resolution of coincidence index cdG. In particular a group G with

vcd G < ∞ admits a complete resolution of coincidence index vcd G.

Moreover, it was shown in [12] that if a group G admits a complete resolution

of coincidence index n, then

(i) H i(G, P ) 6= 0 for some ZG-projective module P and some i ≤ n

(ii) fin.dim ZG ≤ n + 1.

Since admitting a complete resolution is a subgroup closed property, and since

if A is a free abelian group of infinite rank, H i(A, P ) = 0 for any projective ZA-

module and any i, it follows from (i) that if a group G contains a free abelian

subgroup of infinite rank then G does not admit a complete resolution.

Proposition 4.1. [24] If spli ZG < ∞ then there is a Z-split ZG-exact sequence

0 → Z → A with A Z-free and proj.dimZG A < ∞.

Proof. It was shown in [24] that if spli ZG < ∞ then G admits a complete reso-

lution.

Now consider a complete resolution for G

−→Fn+1
∂n+1−−−→ Fn

∂n−−→ Fn−1−→· · ·−→F0−→F−1−→· · ·∥∥∥ ∥∥∥
−→Pn+1

dn+1−−−→ Pn
dn−−→ Pn−1−→· · ·−→P0−→Z−→0

Let Rn = im∂n, n ∈ Z. If λ : Rn → P is a ZG-homomorphism with P a projective

ZG-module, then by Theorem 3.2 silp ZG < ∞ hence there is a positive integer

m0 and an integer m so that λ represents the zero element in Extm0
ZG(Rm, P ).

Hence we obtain the following commutative diagram

· · · −→Fn+1−→Fn−→Fn−1−→Fn−2−→· · ·−→F1−→F0−→F−1
↘ ↗

R0

−→

∥∥∥ ∥∥∥ yfn−1

yfn−2

yf1

yf0

yf
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· · · −→Fn+1−→Fn−→Pn−1−→Pn−2−→· · ·−→P1−→P0−→Z

where R0 = im ∂0.

Clearly [f ] ∈ ExtZG(R−1, Z) and Yoneda product with [f ] induces an iso-

morphism: Exti
ZG(Z,−) → Exti+1

ZG (R−1,−). This implies (c.f. [27]) that [f ] is

represented by an extension 0 → Z → A → R−1 → 0 with proj.dimZG A < ∞.

The result now follows since R−1 is Z-free as a ZG-submodule of a projective

ZG-module.

Theorem 4.2. [24] The following statements are equivalent for any group G.

(i) spli ZG < ∞;

(ii) There is a Z-split ZG-exact sequence 0 → Z → A with A Z-free and

proj.dimZG A < ∞.

Proof. (i)⇒(ii) is Proposition 4.1.

For (ii)⇒(i). Let I be an injective ZG-module and consider a ZG-projective

presentation of I

0−→K−→P−→I−→0.

Since A is Z-free we obtain the following ZG-exact sequence

0−→
↘
K ⊗

Z

↘
A−→

↘
P ⊗

Z

↘
A−→

↘
I ⊗

Z

↘
A−→0.

By Corollary 2.2 (i), proj.dimZG

↘
K ⊗

Z

↘
A < ∞ and proj.dimZG

↘
P ⊗

Z

↘
A < ∞ hence

proj.dimZG

↘
I ⊗

Z

↘
A < ∞, but tensoring 0 → Z → A with I we obtain that I is a

ZG-direct summand of
↘
I ⊗

Z

↘
A, and the result follows.

The following proposition states some of the properties of such a module A.

Proposition 4.3. [26] Let G be a group and let 0 → Z → A be a Z-split, ZG-

exact sequence with A Z-free and proj.dim A = n. Then

(i) If proj.dimZG M < ∞ and M is Z-free then proj.dimZG M ≤ n
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(ii) spli ZG ≤ n + 1

(iii) For any finite subgroup H of G, A|H is a projective ZH-module.

Proof. (i) Consider the ZG-exact sequence 0 → Z → A → Ā → 0. Clearly Ā is

Z-free.

Now let proj.dimZG M = m. By Corollary 2.2 (i) we have that

proj.dimZG

↘
M ⊗

↘
A ≤ n, m and proj.dimZG

↘
M ⊗

↘
Ā ≤ m. It now follows from the

long exact Ext-sequence associated to

0−→M−→
↘
M ⊗

Z

↘
A−→

↘
M ⊗

Z

↘
Ā−→0

that if proj.dimZG M > n then proj.dimZG M ⊗ Ā ≥ m + 1, which is a contra-

diction and hence proj.dimZG M ≤ n.

(ii) Let I be an injective ZG-module and 0 → K → P → I → 0 a ZG-

projective presentation of I. By Theorem 4.2 spli ZG < ∞ hence

proj.dimZG K < ∞ and by (i) proj.dimZG K ≤ n which implies that

proj.dimZG I ≤ n + 1.

(iii) Since A|H is Z-free and has proj.dimZH A < ∞ it follows that A is a

projective ZH-module (c.f. [2], Ch. VI).

Theorem 4.4. spli ZG < ∞ is a Weyl-group closed property i.e. if spli ZG < ∞

and H is a finite subgroup of G then spli Z(NG(H)/H) < ∞.

Proof. Assume that spli ZG < ∞ and let H be a finite subgroup of G. Let

N = NG(A), then by Proposition 2.3 (iii) spli ZN < ∞ hence by Theorem 4.2

there is a Z-split ZN -exact sequence

0−→Z−→A (∗)

with A Z-free and proj.dimZN A = n.

Consider a ZN -projective resolution of A of length n

0−→Pn−→Pn−1−→· · ·−→P0−→A−→0. (∗′)
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Since A|H is a projective ZH-module, (∗′) gives rise to the following Z(N/H)-

exact sequence

0−→PH
n −→PH

n−1−→· · ·−→PH
0 −→AH−→0.

It is not difficult to see that PH
i are projective Z(N/H)-modules since ZNH ∼=

Z(N/H) as Z(N/H)-modules, hence proj.dimZ(N/H) AH ≤ n.

Moreover, (∗) gives rise to the Z-split and Z(N/H)-exact sequence 0 → Z →

AH . Hence by Theorem 4.2 spli Z(N/H) < ∞.

5 The classes of groups H1F and EG

A group G belongs to H1F if there is a finite dimensional contractible G-CW -

complex with finite cell stabilizers.

By a theorem of Serre (see also Exercise in [2], p. 191) it follows that H1F

contains all groups of finite virtual cohomological dimension.

It also contains infinite torsion groups, for example a countable locally finite

group G is in H1F , since G acts on a tree with finite vertex stabilizers. It was

proved in [5] that if G is a locally finite group of cardinality less than Nw then

G is in H1F .

For sufficiently large e it is known [13] that the free Burnside groups of expo-

nent e admit actions on contractible 2-dimensional complexes with cyclic stabi-

lizers, hence these groups are in H1F .

If G is in H1F and X is a finite dimensional contractible G-CW -complex with

finite cell stabilizers, then the argumented cellular chain complex of X gives rise

to the following ZG-exact sequence

0−→ ⊗
in∈In

Z(G/Gin)−→· · ·−→ ⊗
i0∈I0

Z(G/Gi0)−→Z−→0

with Gij finite for all ij .

So if G is in H1F and G is torsion free then cdZG < ∞.

In particular a free abelian group of infinite rank is not in H1F .
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Proposition 5.1. If G is in H1F then

fin.dim ZG = silp ZG = spli ZG = k(ZG) < ∞.

Proof. Since G is in H1F , there is a ZG-exact sequence

0−→ ⊗
in∈In

Z(G/Gin)−→· · ·−→ ⊗
i0∈I0

Z(G/Gi0)−→Z−→0

with Gij finite subgroups of G for all ij .

If M is a ZG-module such that proj.dimZH M |H < ∞ for every finite sub-

group H of G, and 0 → K → P → M → 0 is a ZG-projective presentation of M

then K|H is a projective ZH-module for every finite subgroup H of G.

Hence if we tensor (∗) with K we obtain the following ZG-exact sequence

0−→ ⊗
in∈In

Z(
↘
G/Gin)⊗

Z

↘
K−→· · ·−→ ⊗

i0∈I0
Z(
↘
G/Gi0)⊗Z

↘
K−→K−→0

which by Proposition 2.1 (i), is a ZG-projective resolution of K, since K|H is a

projective ZH-module for every finite subgroup H of G.

Hence proj.dimZG K ≤ n which implies that k(ZG) ≤ n. The result now

follows from Proposition 3.4.

In [15] Kropholler and Mislin proved

Theorem A. Every HF-group of type FP∞ is in H1F .

A group G is said to be of type FP∞ if there is a ZG-projective resolution of

G

· · · −→Pn−→Pn−1−→· · ·−→P0−→Z−→0

with Pi finitely generated ZG-modules for all i ≥ 0.

Notation. If X is a class of groups, we denote by Xb the subclass of X consisting

of those groups in X , for which there is a bound on the orders of the finite

subgroups.

To prove Theorem A, they first considered the following two properties of

HF-groups of type FP∞, which were both shown using complete cohomology.
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• If G is an HF-group of type FP∞ then G is in HFb.

In particular, if |Λ(G)| is the G-simplicial complex determined by the poset

of the non-trivial finite subgroups of G, then dim |Λ(G)| < ∞.

• If G is an HF-group of type FP∞, then proj.dimZG B(G, Z) < ∞, where

B(G, Z) is the ZG-module of bounded functions from G to Z.

They then proved, by induction on dim |Λ(G)|

Theorem B. If G is an HF-group such that dim |Λ(G)| < ∞ and

proj.dimZG B(G, Z) < ∞ then G is in H1F .

Clearly Theorem A follows from Theorem B.

Generalizations of this Theorem were obtained in [17], [20], [26].

Note that B(G, Z), the ZG-module of bounded functions from G to Z, is a

Z-free ZG-module and there is a Z-split ZG-exact sequence 0 → Z i−→ B(G, Z)

where i(n) : G → Z is the constant function cn [16].

By Theorem 4.2 proj.dimZG B(G, Z) < ∞ implies that spli ZG < ∞. Now if

G is in HF then it is known [4] that spli ZG = k(ZG).

So if G is in HF and proj.dimZG B(G, Z) < ∞ then k(ZG) < ∞. It is easy

to see that k(ZG) < ∞ is a subgroup closed property and by Theorem 4.4 a

Weyl-group closed property [26].

These properties, which are implications of the finiteness of the proj.dim of

B(G, Z), for G in HF , are crucial for the proof of Theorem B.

The following Conjecture, (Conj. A in [26]), claims that the finiteness of the

algebraic invariants we’ve studied here, give an algebraic characterization for the

class H1F .

Conjecture A. The following statements are equivalent for a group G:

(1) G is in H1F ;

(2) G is of type Φ;

(3) spli ZG < ∞;

(4) silp ZG < ∞;
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(5) fin.dim ZG < ∞,

where, a group G is said to be of type Φ if it has the property that for every ZG-

module M , proj.dimZG M < ∞ if and only if proj.dimZH M |H < ∞ for every

finite subgroup H of G.

Note that G is of type Φ it if has the property that for every ZG-module M ,

proj.dimZG M < ∞ if and only if M |H is a cohomologically trivial ZH-module,

for every finite subgroup H of G.

Proposition 5.1 shows that (1) ⇒ (2) ⇒ (3) ⇒ (4) ⇒ (5) in Conjecture A.

Kropholler and Mislin’s Theorem show essentially that (5) ⇒ (1) if G is in

(HF)b.

In [26] it was shown that (5) ⇒ (1) if G is a torsion-free locally soluble group.

In support of Conj. A is also a result obtained in [5] which says that a group

G is finite if and only if spli ZG = 1. It is worth mentioning that its proof uses

the theory of groups acting on trees.

If G is in H1F then there is a ZG-resolution of G by direct sums of permuta-

tion modules of finite subgroups of G, i.e.

0−→ ⊗
in∈In

Z(G/Gin)−→· · ·−→ ⊗
i0∈I0

Z(G/Gi0)−→Z−→0 (∗)

with Gij finite subgroups of G for all ij .

It follows from (∗) that if G is in H1F then cdQG < ∞.

It is likely that the existence of (∗) is another algebraic characterization for

the H1F-class of groups.

As we mentioned before if G is a group of finite virtual cohomological dimen-

sion, vcd G < ∞ then G is in H1F , actually G is in H1Fb.

We consider the class H1F or rather the class H1Fb as a more “natural class”

than the class of groups of finite vcd .

The class H1Fb is closed under extensions and taking fundamental groups of

finite graphs of groups [21] unlike the class of groups of finite vcd .
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The following example of a group G, which was constructed by Dyer in [8] as

a counter example to a conjecture related to residual finiteness, has the following

properties

• G is a free product with amalgamation of groups of finite vcd ,

• G is an extension of a finite group by a group of finite cohomological di-

mension and yet G is not of finite vcd .

G = A ∗
H,ϕ

B where

A =<a1, a2, a3, a, d | [ai, aj ] = [ai, d] = [a, d] = dp = 1,

aa
1 = a2, a

a
2 = a3, a

a
3 = a1a

−3
2 a2

3 >

B =<b1, b2, b3, b, e | [bi, bj ] = [bi, e] = [b, e] = ep = 1,

bb
1 = b2, b

b
2 = b3, b

b
3 = b1b

−3
2 b2

3 >

and

H =< a1, a
p
2, a3, d > ϕ(H) =< bp

1, b2, b
p
3, e >

and

ϕ(a1) = bp
1e ϕ(ap

2) = b2 ϕ(a2) = bp
3 ϕ(d) = e.

Note that A ∼= B ∼= (Z × Z × Z × Cp) C Z, hence vcdA = vcdB = 4. It follows

that < d >⊆ ∩{N |G : N | < ∞} hence G does not have a torsion-free subgroup

of finite index.

Moreover we have the group extension

1−→ < d > −→G−→K−→1 (∗∗)

where K is a group with cdZK < ∞ which implies that the class of groups of

finite vcd is not extension closed.

Now since K is in H1F and < d > is finite it follows from (∗∗) that G is in

H1F .

It is worth mentioning that, it is not known whether H1F is extension closed.
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The class H1F is closely related to the class of groups which admit a finite

dimensional model for EG, the classifying space for proper actions.

For every group G, there exists up to G-homotopy a unique G-CW -complex

EG such that the fixed point space EGH is contractible for every finite subgroup

H of G and empty for infinite H. A G-CW -complex is called proper if all point

stabilizers are finite (equivalently, if all its G-cells are of the form G/H × σ with

H a finite subgroup of G). The space EG is an example of a proper G-CW -

complex and it is referred to as the classifying space for proper actions, because

it has the universal property, ”for any proper G-CW -complex X there is a unique

G-homotopy class of G-maps X → EG”.

For a survey on classifying spaces see [18]. It is clear that the class of groups

that admit a finite dimensional model for EG is a subclass of H1F .

Kropholler and Mislin in [15] actually proved that if G is an HF-group such

that dim |Λ(G)| < ∞ and proj.dimZG B(G, Z) < ∞ then G admits a finite di-

mensional model for EG.

Moreover, it was shown in [26] that the condition (5) of Conjecture A implies

that G admits a finite dimensional EG, if G is a torsion-free locally soluble group.

However it is an open question whether the class of groups which admit a finite

dimensional EG is indeed a proper subclass of H1F .
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Abstract

In this article, we consider some new classes of groups, namely, Mp-

groups, T0-groups, φ-groups, φ0-groups, groups with finitely embedded invo-

lution, which were appeared at the end of twenties century. These classes of

infinite groups with finiteness conditions were introduced by V.P. Shunkov.

We give some review of new results on these classes of groups.
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1 Introduction

At the beginning of twentieth century the classes of Frobenius groups and Chernikov

groups were introduced.

A group of the form G = F h H is called a Frobenius group, if the following

conditions are satisfied:
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1) Hg ∩H = 1, g ∈ G \H;

2) G \ F =
⋃

g∈G Hg \ {1}.

Any finite extension of a direct product of finite number of quasi cyclic groups

is called a Chernikov group.

In this article we consider some new classes of groups: Mp-groups, T0-groups,

Φ-groups, Φ0-groups, groups with finitely embedded involution, which were in-

troduced at the end of twentieth century. These classes of groups are closely

connected with Frobenius and Chernikov groups. One of these classes, namely,

T0-groups firstly was discussed in Iran, while V.P. Shunkov took part as an invited

speaker at the 22nd Annual Iranian Mathematics Conference held in Mashhad in

1991 and gave couple of talks on the concept of ”T0-groups” [20, 21].

Let G be a group, then an element a ∈ G is called an involution or almost

regular if it is of order two or its centralizer CG(a) is finite, respectively. The

element b ∈ G is called strictly real with respect to involution a, say, if it is

transferred to its inverse by conjugating with a.

2 Mp-groups

Definition 2.1 A group G is called an Mp-group, if for its infinite normal com-

plete Abelian p-subgroup B with minimality condition and for any element a of

order p the following conditions are satisfied:

a) locally finite p-subgroups of CG(a)B/B are finite;

b) if some complete Abelian p-subgroup C of the group G contained in the set⋃
g∈G〈a, ag〉, then C ≤ B.

The subgroups B and 〈a〉 of the group G are called the kernel and the hand of

Mp-group, respectively.

We remind that the concept of Mp-groups was introduced by V.P. Shunkov

at the end of 1983.

If a is the element of order p in an Mp-group G then the following properties

hold:
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1) all locally finite p-subgroups of CG(a) are finite;

2) all locally finite p′-subgroups of CG(a) are finite;

3) all locally finite subgroups of CG(a) are finite.

In the corresponding properties of the Mp-group G, the hand 〈a〉 is called

p-finite hand, p′-finite hand and finite hand, respectively.

The following are the examples of Mp-groups (with finite hands):

Any Chernikov group with infinite p-subgroup and with almost regular ele-

ment of order p is an Mp-group [15].

Any golomorfic extension of an infinite Chernikov p-group using the group of

external automorphisms is also an Mp-group [15].

The kernel of an Mp-group may be different from the maximal complete

Abelian p-subgroup of the group. Indeed, let G = H ×T , where H = P h (c), let

P be an infinite complete Abelian p-group, |c| = p, CH(c) be finite, T is a free

product of quasicyclic p-group S and cyclic group (b) of order p. Clearly G is an

Mp-group with kernel P and with finite hand (bc), besides P is included in the

maximal complete Abelian p-subgroup P × S 6= P [15].

Next theorem gives us the sign of non simplicity of an infinite group.

Theorem 2.2 (Shunkov V.P. [15]). Let G be a group without involutions and

B be its infinite complete Abelian p-subgroup, which satisfies the following condi-

tions:

1) H = NG(B) is an Mp-group with kernel B and p-finite hand 〈a〉;

2) for an arbitrary element g ∈ G \H#, the subgroup 〈a, ag〉 is finite;

3) |CG(a) : H ∩CG(a)| < ∞ and H ∩CG(a) contains all p′-elements of finite

order from CG(a);

4) if Q is a finite 〈a〉-invariant q-subgroup from H with Q ∩ CG(a) 6= 1 and

q 6= p, then NG(Q) ≤ H. Then B / G.

Theorem 2.3 (Shunkov V.P. [15]). Let G be a group without involutions, a an

element of prime order p of G with centralizer CG(a), which is a finite p-subgroup,

satisfies the condition that all subgroups 〈a, ag〉, g ∈ G are finite. Then G has
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complete Abelian normal p-subgroup B such that in G/B Sylow p-subgroups, con-

taining element aB are finite and conjugate, and the number of such subgroups

is finite.

Condition of finiteness of subgroups 〈a, ag〉 in the above theorem is necessary.

Infact, it is enough to consider example of free product of infinite Chernikov

p-group with almost regular element of order p (p 6= 2) and some non-trivial

periodic group without involutions. Periodic product of such groups give us an

example of periodic group without involutions, in which all the conditions of

the theorem are valid, except the mentioned condition, but the statement of the

theorem for such a group is incorrect.

The hand 〈a〉 is called reduced in Mp-group G with kernel B, if B ∩ CG(a)

is a reduced Abelian group. Remind that a reduced Abelian group is an Abelian

group which dose not have any complete Abelian subgroups.

Theorem 2.4 (Shunkov V.P. [16]). Let G be a group without involutions, B be

its complete Abelian p-subgroup, a be an element of order p of G, satisfies the

following conditions:

1) H = NG(B) is an Mp-group with p-kernel B and reduced hand 〈a〉;

2) for every element g ∈ G \H#, the subgroup 〈a, ag〉 is finite;

3) |CG(a) : H ∩ CG(a)| < ∞ and H contains all p′-elements of finite orders

from CG(a);

4) if Q is a finite 〈a〉-invariant q-subgroup of H with condition Q∩CG(a) 6= 〈1〉

and q 6= p, then NG(Q) ≤ H. Then B is normal in G and G is an Mp-group with

kernel B and reduced hand 〈a〉.

In Mp-group G the hand 〈a〉 is called regular if CG(a) is finite and every locally

finite 〈a〉-invariant primary subgroup of G is finite.

In all well-known examples of Mp-groups with regular hand, which are not

periodic almost nilpotent groups, satisfy the condition that any regular hand

generates an infinite subgroup with some conjugates with it.
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In this connection the next question will be occurred: Is Mp-group with reg-

ular hand exist which does not satisfy this condition and is not a periodic almost

nilpotent group?

The answer to this question is negative in the class of groups without involu-

tions (see the following theorem), that is in the class of groups without involutions

periodic almost nilpotent Mp-groups with regular hand and only such groups do

not satisfy this condition. But for Mp-groups with regular hand with involutions

(p 6= 2), this question is still open even in the class of locally finite groups. The

solution of this question is connected with the characterization of well-known

simple groups in the class of periodic groups.

Now, we give some examples of Mp-groups with regular hands, see [17]:

— Infinite dihedral group is an M2-group with regular hand;

— Novikov-Adian group [1] is an Mp-group with regular hand for any prime

number p from the set of prime divisors of orders of elements of the group;

— Free product of non-trivial finite groups is an Mp-group with regular hand;

— Periodic product of groups without involutions [2] is an Mp-group with

regular hand.

Theorem 2.5 (Shunkov V.P. [17]). A group G is an Mp-group without involu-

tions with regular hand 〈a〉 if and only if it is a periodic almost nilpotent group,

when it satisfies the condition that: the subgroups 〈a, ag〉, g ∈ G, are finite.

Theorem 2.6 (Shunkov V.P. [17]). A group G is an M2-group with regular hand

〈a〉 if and only if is periodic almost Abelian group with finite Sylow subgroups,

whenever all the subgroups 〈a, ag〉, g ∈ G are finite.

For more information of the properties of the class of Mp-groups one may

refer to V.P. Shunkov’s monograph [18].

In [9], there was the sign of non-simplicity of an infinite group. As a corollary

from that result the characterization of Mp-groups with involutions was studied.

Mp-groups with hands of orders not equal to two, were studied in the class

of groups without involutions in [15] by V.P. Shunkov. Mp-groups with hands
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of orders 2 were studied by V.O. Gomer [6]. In the next theorem, the charac-

terization of non-simplicity of Mp-group with hand of order not equal to three is

discussed.

If G is an Mp-group with finite hand 〈a〉, then CG(a) can have infinite p-

subgroups. For example, it is enough to take direct product of the above men-

tioned groups and Novikov-Adian free periodic group [1].

Theorem 2.7 (Kozulin S.N., Senashov V.I., Shunkov V.P. [9]) Let G be a

group, B be its infinite complete Abelian p-subgroup (p 6= 3), satisfying the fol-

lowing conditions:

1) H = NG(B) is an Mp-group with a kernel B and p-finite hand 〈a〉;

2) for every g ∈ G \H#, subgroups of the form 〈a, ag〉 are finite and solvable;

3) |CG(a) : H ∩CG(a)| < ∞ and H ∩CG(a) contains all p′-elements of finite

order from CG(a);

4) if Q is a finite 〈a〉-invariant q-subgroup from H with the condition that

Q ∩ CG(a) 6= 1 and q 6= p, then NG(Q) ≤ H;

5) in G all finite 〈a〉-invariant p′-subgroups are solvable subgroups.

Then B / G.

We shall remind, that the hand of Mp-group is called p-finite, if in CG(a),

locally finite p-subgroups are finite.

This theorem generalizes V.O. Gomer’s Theorem [6], for p = 2.

3 T0-groups

At the beginning of last century the concept of a T0-group appeared in the articles

of V.P. Shunkov. This class of groups is defined by finiteness conditions. We recall

the definition of the class of T0-groups.

Definition 3.1 Let G be a group with involutions, i be some of its involution.

We call G to be a T0-group, if it satisfies the following conditions:

1) all subgroups of the form < i, ig >, g ∈ G, are finite;
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2) Sylow 2-subgroups of G are cyclic or generalized quaternions groups ;

3) the centralizer CG(i) is infinite and has a finite periodic part;

4) the normalizer of any non-trivial < i >-invariant finite subgroup of G is

either contained in CG(i), or has a periodic part being a Frobenius group with

Abelian kernel and with finite complement of even order;

5) CG(i) 6= G and for any element c of G \ CG(i), strictly real relating to

i (i. e. such that ci = c−1), there exists an element sc in CG(i), such that the

subgroup < c, csc > is infinite.

Now we give the construction of Shunkov’s example of T0-group from [22]

based on well-known example of S.P. Novikov and S.I. Adjan [1].

Example of T0-group (a). Let A = A(m,n) be a torsion-free group A(m,n),

which is a central extension of cyclic group with the group B(m,n), for m > 1,

n > 664 an odd number [1]. The group A(m,n) has non-trivial center Z(A) =<

d > and A/ < d > is isomorphic with B(m, n) [1]. Let’s consider a group

B = Ao < x >, where x is an involution.

Now take an element u = d·d−x from A×Ax. It is obvious, that u ∈ Z(A×Ax)

and ux = u−1. As it is shown in [22], the group G = B/ < u > and its involution

i = x· < u > satisfy conditions (1)–(5) from the definition of T0-group and

G = V h < i >, CG(i) is an infinite group with periodic part < i >, the all

subgroups < i, ig > in G are finite and every maximal finite subgroup G with

involution i is a dihedral group of order 2n and hence G is a T0-group.

(b). Let V = O(p) (see the definition of groups of the type O(p), C(∞) in

[11]). The group V has non-trivial center Z(V ) = (t) and V/Z(V ) = V/(t) '

C(∞) [8].

Consider the group T = V o (k) = (V × V ) h (k), where k is an involution.

Take the element b = (t, t−1) of the group V × V . Obviously, b ∈ Z(V × V ) and

bk = b−1. Assume M = T/(b) be the factor group of T and take an involution

j = k(b) in M . From abstract properties of the groups V = O(p), C(∞) [11], it

is easy to show that the group M and its involution j satisfy the conditions 1) —
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5) of the definition of T0-group. Hence, M = T/(b) is a T0-group (with respect

to the involution j = k(b)). Also note that in M any maximal periodic subgroup

containing the involution j is the dihedral group of order 2p.

Now, we deduce some results on T0-groups. The detail of such kind of results

can be found in [24].

Theorem 3.2 (Shunkov V.P. [23, 26]). Let G be a group and a be an element

of prime order p, satisfying the following conditions:

(1) subgroups of the form < a, ag >, g ∈ G, are finite and almost all are

solvable;

(2) in the centralizer CG(a) the set of elements of finite order is finite;

(3) the normalizer of any non-trivial < a >-invariant finite subgroup of G

has periodic part;

(4) for p 6= 2 and q ∈ π(G), q 6= p, any < a >-invariant elementary Abelian

q-subgroup of G is finite.

Then either G has almost nilpotent periodic part, or G is a T0-group and

p = 2.

Corollary 3.3 Let G be a group and a an element of prime order p 6= 2, satisfy-

ing conditions 1) – 4) of previous Theorem. Then G has almost nilpotent periodic

part.

The following statement is equivalent to previous theorem and gives an ab-

stract characterization of T0-groups in the class of all groups.

Corollary 3.4 Let G be a group and a an element of prime order p. The group

G is a T0-group and p = 2 if and only if for the pair (G, a) the conditions (1)

– (4) of previous theorem are satisfied and the subgroup < ag|g ∈ G > is not

periodic almost nilpotent.

The particular case when p = 2 requires special consideration, since in this

case condition (4) of previous theorem is superfluous, i.e. the following statements

are true.
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Corollary 3.5 Let G be a group with involutions and i be one of its involutions,

satisfying the following conditions:

(1) subgroups of the form < i, ig >, g ∈ G, are finite;

(2) the set of elements of finite order of CG(i) is finite;

(3) the normalizers of non-trivial < i >-invariant finite subgroups of G have

periodic parts;

Then either G has almost nilpotent periodic part, or G is a T0-group.

The conditions (1) – (3) of the above corollary are independent, i.e. each of

them does not follow from the other two.

Theorem 3.6 (Shunkov V.P. [23]). Let G be a group and a be an element of

prime order p, satisfying the following conditions:

1) subgroups of the form < a, ag >, g ∈ G, are finite and almost all are

solvable;

2) the centralizer CG(a) is finite;

3) p 6= 2 and for q ∈ π(G), q 6= p, any < a >-invariant elementary Abelian

q-subgroup of G is finite.

Then G is a periodic almost nilpotent group.

Theorem 3.7 (Shunkov V.P. [23]). A non-trivial finitely generated group G is

finite if and only if there exists an element a ∈ G of prime order p satisfying the

following conditions:

(1) the subgroups of the form < a, ag >, g ∈ G are finite and almost all are

solvable;

(2) the centralizer CG(a) is finite;

(3) when p 6= 2 and q ∈ π(G), q 6= p, any 〈a〉-invariant elementary Abelian

q-subgroup is finite.

Theory of T0-groups is created by V.P.Shunkov [24].
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4 Φ-groups

We devote this section for investigating the properties of a class of Φ-groups.

This class group is rather broad: among them are groups of Burnside type

[1], Ol’shanskii monsters [11]. It is very closely connected with the groups of

Burnside type of odd period n ≥ 665.

Definition 4.1 Let G be a group, and i be an involution of G, satisfying the

following conditions:

(1) all subgroups of the form < i, ig >, g ∈ G, are finite;

(2) CG(i) is infinite and has a layer-finite periodic part;

(3) CG(i) 6= G and CG(i) is not contained in any other subgroups of G with

a periodic part;

(4) if K is a finite subgroup of G, which is not contained in CG(i) and V =

K ∩ CG(i) 6= 1, then K is a Frobenius group with complement V .

A group G with some involution i satisfying these conditions (1–(4) is called

a Φ-group.

This class of groups has been introduced by V.P.Shunkov.

The example from previous section is an example of Φ-group

Theorem 4.2 (Senashov V.I. [7]). An Φ-group G satisfies the properties:

(1) all involutions are conjugate;

(2) Sylow 2-subgroups are locally cyclic or finite generalized quaternions

groups;

(3) there are infinitely many elements of finite orders in G, which are strictly

real with respect to the involution i and for every such element c of this set there

exists an element sc from the centralizer of i such that < c, csc > is an infinite

group.

V.P. Shunkov posed the problem of studying groups with some additional

limitations provided that for a given finite subgroup B, the following condition is
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valid: normalizer of any non-trivial B-invariant finite subgroup has a layer-finite

periodic part.

This problem is partly solved for the class of locally soluble groups and for the

case | B |= 2 under more general limitations, it is solved with Φ-groups accuracy.

Theorem 4.3 (Ivko M.N., Senashov V.I. [7]). A periodic locally soluble group

is layer-finite if and only if for some of its finite subgroup B, the normalizer of

any non-trivial B-invariant finite subgroup is layer-finite.

Theorem 4.4 (Senashov V.I. [7]). Let G be a group and a be an involution of

G, satisfying the following conditions:

1. All subgroups of the form < a, ag >, g ∈ G, are finite;

2. Normalizer of every non-trivial < a >-invariant finite subgroup has a

layer-finite periodic part.

Then either the set of all elements of finite orders forms a layer-finite group

or G is a Φ-group.

In the last two theorems, layer-finite groups are characterized for the class

of locally solvable groups and groups with a layer-finite periodic part in more

general case with Φ-groups accuracy. It is possible to find more information on

layer-finite groups in [14].

The following theorem characterizes finite groups with Φ-groups accuracy.

Theorem 4.5 (Senashov V.I. [7]). Let G be a group with involutions and i be

some involution from G satisfying the following conditions:

(1) G is generated by the involutions which are conjugate with i;

(2) almost all groups < i, ig > are finite, for all g ∈ G;

(3) normalizer of every < i >-invariant finite subgroup has a layer-finite

periodic part.

Then G is either finite or a Φ-group.
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5 Φ0-groups

In this section we investigate the properties of the class of Φ0-groups, which is a

subclass of the class of Φ-groups. Such groups are very close to T0-groups, but

in this section we show their differences.

Definition 5.1 Let G be a group and i be an involution of G, satisfying the

following conditions:

(1) all subgroups of the form < i, ig >, g ∈ G, are finite;

(2) CG(i) is infinite and has a finite periodic part;

(3) CG(i) 6= G and CG(i) is not contained in any other subgroup of G with a

periodic part;

(4) if K is a finite subgroup of G, which is not inside CG(i) and V = K ∩

CG(i) 6= 1, then K is a Frobenius group with complement V .

The group G with some involution i satisfying the above conditions (1)–(4) is

called a Φ0-group.

This class of groups has been introduced by V.P.Shunkov.

In [22], V.P. Shunkov raised the next question for discussion:

Do the classes of Φ0-groups T0-groups coincide or not?

In the same article, V.P. Shunkov specially emphasized that the most difficult

problem is to establish the satisfiability for Φ0-group of conditions (4) and (5)

from the definition of T0-group.

In [13] V.I. Senashov proved that Φ0-group satisfies all conditions from the

definition of T0-group except the fourth condition. In the same article he con-

structed an example of Φ0-group which is not a T0-group, i. e. it was shown that

the fourth condition does not hold in every Φ0-gruop.

Example of Φ0-group Let’s take isomorphic copies of the T0-groups G =

V h (i) from [22]:

G1 = V1 h (i1), G2 = V2 h (i2), ..., Gn = Vn h (in), ...
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In the cartesian product of the groups Gn, n = 1, 2, ..., consider the sub-

group U = W h (j), where W is a direct product of subgroups Vn, n = 1, 2, ...,

and j = i1 · i2 · ... is an involution from the cartesian product of Gn, n = 1, 2, ....

One can check that such a group U is a Φ0-group. It is easy to see that the fourth

condition from the definition of T0-group is incorrect for the group U .

6 Groups with Finitely Embedded Involution

It is necessary to introduce the next concept, which was comprehended by V.P.

Shunkov at the end of the 80th.

Let G be a group, i some of its involution and Li = {ig|g ∈ G} the set of

conjugations of i in G. We shall call the involution i finitely embedded in G,

when for any element g of G the intersection (LiLi) ∩ gCG(i) is finite, where

LiLi = {ig1ig2 |g1, g2 ∈ G}.

Let us give the simplest examples of the groups with a finitely embedded

involution.

1. If in a group G there exists an involution i with finite centralizer CG(i),

then i is a finitely embedded involution in G.

2. If in some group G the involution i is contained in a finite normal subgroup

of G, then i is a finitely embedded involution in G.

3. Let G be a Frobenius group with the periodic kernel and infinite comple-

ment H, containing an involution i. Then i is a finitely embedded involution in

G.

An involution of a group is called finite one, if it generates a finite subgroup

with all of its conjugations are involution.

Now let us formulate some results, which the following is the main one.

Theorem 6.1 (Shunkov V.P. [19]). Let G be a group, i be its finite and finitely

embedded involution, Li = {ig|g ∈ G}, B =< Li >, R =< LiLi >, Z be a

subgroup generated by all 2-elements from R. Then B, R and Z are normal

subgroups in G and one of the following statements is valid:
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(1) B is a finite subgroup;

(2) B is locally finite, B = R h (i) and Z is a finite extension of a complete

Abelian 2-subgroup A2 with the minimal condition and ici = c−1(c ∈ A2).

A number of corollaries follow from the above theorem.

Corollary 6.2 If a group has a finite involution with a finite centralizer, then it

is locally finite.

Corollary 6.3 If a periodic group has an involution with a finite centralizer,

then it is locally finite.

Corollary 6.4 If a finitely embedded involution exists in a group, then its closure

is a periodic subgroup.

Corollary 6.5 A simple group with involutions is finite if and only if some of

its involutions is finite and is finitely embedded.

As in a periodic group any involution is finite, the next result follows from

the last corollary.

Corollary 6.6 A periodic simple group with involutions is finite if and only if

some of its involutions are finitely embedded.

Corollary 6.7 Let G be a group, H a subgroup containing a finite involution

i, and (G, H) is a Frobenius pair. Then G is a Frobenius group with a periodic

Abelian kernel and with a complement H = CG(i) if and only if i is a finitely

embedded involution in G.

The above corollary is incorrect even for periodic groups, if the involution i

is not finitely embedded.

R. Brauer proved the next result in the middle of twentieth century.

Theorem 6.8 (Brauer R. [3]). There exists only finite number of finite simple

groups with a given centralizer of involution.



New classes of infinite groups 37

Proposition 6.9 (Shunkov V.P.([25], [27].) For an arbitrary natural number

M there is only finite number of finite simple groups G with involution τ satisfies

to condition |CG(τ) ∩ τG| ≤ M.

Definition 6.10 Let G be a group and τ be its involution. The number

t(G, τ) = max
g∈G

|gCG(τ) ∩ (τGτG)|

is called the parameter of embedding of involution τ in the group G.

This concept is the basis of the next generalization for periodic groups of

Brauer Theorem which was developed by V.P. Shunkov in 2001 (for the an-

nouncement see [25], [27]).

There is only finite number of periodic simple groups with involution and with

given finite parameter of embedding of this involution, besides all the others are

also finite.

Modulo the classification of finite simple groups, it is enough to verify the

hypothesis for infinite families of alternating groups and for groups of Lie type.

Theorem 6.11 (Golovanova O.V. [5]). Let M be natural number and G a finite

simple group with one class of conjugate involutions. Then for any involution τ

of G, |CG(τ) ∩ τG| > M , for large enough |G|.

Theorem 6.12 (Golovanova O.V., Levchuk V.M. [4]). Let M be an arbitrary

natural number and G = Sn, An or PSLn(q) with even q. Then for any involu-

tion τ of G, |CG(τ) ∩ τG| > M , for large enough |G|.

The last two theorems verify hypothesis of V.P. Shunkov for mentioned classes

of groups.

For another class of groups with similar assumptions are investigated in the

next theorems, which were proved in 2006.

Theorem 6.13 (Golovanova O.V. [4]).Let M be an arbitrary natural number

and G a group of Lie type over the field of even order. If the order of G is large
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enough, then there is an involution τ in the group G with condition |CG(τ)∩τG| >

M.

Theorem 6.14 (Golovanova O.V., Levchuk V.M. [4]).Let M be an arbitrary

natural number and G = PSLn(q) with odd q. If the of G is large enough, then

for any diagonalizable involution τ of G the inequality |CG(τ)∩τG| > M is valid.
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Abstract

A classical result of Neumann characterizes the groups in which each

subgroup has finitely many conjugates only as central-by-finite groups. If

X is a class of groups, a group G is said to have X-conjugate classes of

subgroups if G/coreG(NG(H)) ∈ X for each subgroup H of G. Here we

study groups which have soluble minimax conjugate classes of subgroups,

giving a description in terms of G/Z(G). We also characterize FC-groups

which have soluble minimax conjugate classes of subgroups.
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groups, polycyclic groups.
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1 Introduction

Following [11], the class of all abelian minimax groups is the class of all max-

by-min abelian groups. A group G is called soluble minimax if it has a finite
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characteristic series 1 = G0 /G1 / . . . /Gn = G whose factors are abelian minimax

groups. Moreover a soluble minimax group is said to be reduced minimax if it has

no nontrivial normal Chernikov radicable subgroups. Fundamental properties of

soluble minimax and reduced minimax groups are described in [11].

Let X be a class of groups. A group G is said to be an XC-group, if

G/CG(xG) ∈ X for all x ∈ G. If X is the class of all finite groups, we obtain

the class of FC-groups; Baer in [1] introduced this class of groups. If X is the

class of all polycyclic-by-finite groups, then the class of PC-groups are obtained

which are introduced in [2]. If X is the class of all Chernikov groups, then one

obtains the class of CC-groups and introduced in [9].

If X is the class of all (soluble minimax)-by-finite groups, we obtain the class

of MC-groups and when X is the class of all (reduced minimax)-by-finite groups,

then the class of MrC-groups is obtained. These classes of groups are introduced

in [4].

Let X be a class of groups. A group G is said to be an XCS-group, or a

group with X-conjugate classes of subgroups, if G/coreG(NG(H)) ∈ X for each

subgroup H of G.

If X is the class of all finite groups, we obtain the class of FCS-groups.

Neumenn in [8] has investigated FCS-groups with a different approach. The

current approach can be found in [6]. If X is the class of all polycyclic-by-finite

groups, one obtains the class of PCS-groups, which are studied in [6]. If X is

the class of all Chernikov groups, we obtain the class of CCS-groups, which are

described in [7] and [10].

If X is the class of all (soluble minimax)-by-finite groups, we obtain the class

of MCS-groups. In particular, if X is the class of all (reduced minimax)-by-finite

groups, then the class of MrCS-groups are obtained.

The present paper is devoted to the studying the classes of MCS and MrCS-

groups. We prove the following description of the groups with soluble minimax

conjugate classes of subgroups.
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2 Main Theorem

(i) Let G be a periodic group. Then G is an MCS-group if and only if it is

central-by-Chernikov ;

(ii) Let G be an MCS-group. If InnG has finite abelian subgroup rank, then G

is central-by-(soluble minimax)-by-finite;

(iii) Let G be an MCS-group. If G contains proper maximal abelian normal

subgroups, then G is (soluble minimax)-by-finite-by-abelian.

Our group-theoretic notation is standard and refered to [11]. Section 2 con-

tains the preparatory results, which are used in Section 3 to prove the Main

Theorem. Section 3 is devoted to give the proof of Main Theorem. In section 4,

we describe some special classes of MCS-groups.

3 Preliminary results

By defintion each PCS-group is an MCS-group and each CCS-group is an MCS-

group. In [6] and [7] some classes of MCS-groups are studied, giving a first answer

to Main Theorem.

We omit the elementary proofs of the next two results.

Lemma 2.1. Let G be a central-by-(soluble minimax)-by-finite group. If H is a

subgroup of G, then H/coreG(H) is (soluble minimax)-by-finite group.

Lemma 2.2. Let G be an MCS-group. If L / H ≤ G, then H/L is an MCS-

group.

Lemma 2.3. Let G be a periodic group. If G is an MCS-group, then G is a

CCS-group.

Proof. For each subgroup H of G, G/coreG(NG(H)) is periodic (soluble minimax)-

by-finite, so it is Chernikov by [11, vol.II,p.166].
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The following lemma extends [6, Corollary 2.7] and [7, Lemma 2.3].

Lemma 2.4. If G is an MCS-group, then G is an MC-group.

Proof. If G is periodic, then the result follows by Lemma 2.3 and [7, Lemma 2.3].

If G is a PCS-group, then the result follows by [6, Corollary 2.7]. Let G be neither

periodic nor a PCS-group. Take g ∈ G and assume H = coreG(NG(< g >)),

H1 = CH(< g >), H2 = coreG(H1) = CH(gG). We have that G/H is (soluble

minimax)-by-finite, H ≤ NG(< g >) and H/CH(< g >) is finite abelian. It is

sufficient to prove that G/H2 is (soluble minimax)-by-finite.

Since

H2 =
⋂
x∈G

(CH(< g >))x =
⋂
x∈G

CH(< g >x) =
⋂
x∈G

CH(< gx >)

and H/(CH(< g >))x ' H/CH(< g >) for every x ∈ G, we obtain the embedding

H/H2 ↪→
∏
x∈G

H/Hx
1 .

In particular we deduce that H/H2 is a bounded abelian group. Lemmas 2.2

and 2.3 imply that G/H2 is an MCS-group such that H/H2 is a periodic normal

CCS-subgroup of G/H2. H/H2 has no nontrivial Chernikov normal subgroups,

so [7, Lemma 2.5] implies that H/H2 is central-by-finite. By definition we can find

a subgroup A/H2 of Z(H/H2) ≤ Z(G/H2) such that (H/H2)/(A/H2) ' H/A

is finite. Obviously G/A is (soluble minimax)-by-finite, so G/H2 is central-by-

(soluble minimax)-by-finite. By Lemma 2.1, H/H2 is (soluble minimax)-by-finite,

and so is G/H2.

There are MC-groups which are not MCS-groups, improving [3, Proposition

2.2].

Example 2.5. Here exibit a metabelian 2-nilpotent MC-group G which is not

an MCS-group. Let p be a prime number and C a nontrivial subgroup of the

additive group of rational numbers, whose denominators are p-numbers. Let

Q = Drn∈N < xn > be a free abelian group of countably infinite rank. Denote
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multiplicatively the operation in C and let C = {cn|n ∈ N} ∪ {1}, where cn 6= 1

for all n and cn 6= cm if n 6= m. A central extension C � G � Q can be

defined by putting [x2i−1, x2i] = ci for all i ∈ N and [xi, xj ] = 1, otherwise. Given

z ∈ G \C, z = cxk1
i1

. . . xkt
it

, where c ∈ C, i1 < . . . < it and ki1 6= 0. Put y = xi1−1

if i1 is even and y = xi1+1 if i1 is odd. Then [xij , y] = 1 if j > 1, so that

[z, y] = [xk1
i1

, y] = [xi1 , y]k1 6= 1 and Z(G) = G′ = C.

Moreover, [z,G] =< [z, xj ] : i1 − 1 ≤ j ≤ it + 1 >, so that [z, G] is finitely

generated and hence it is cyclic. By construction we have that zG is (infinite

cyclic)-by-cyclic and G is an MrC-group (precisely G is a PC-group). The sub-

group H = Dri∈N < x2i > of G has K = NG(H) = coreG(NG(H)) = CH, so

that G/K ≥ Dri∈N < x2i−1K > and G/K has infinite abelian rank.

To convenience the reader, we recall two properties of MC-groups.

Lemma 2.6. Let G be an MC-group and x1, . . . , xn ∈ G. If X =< x1, . . . , xn >,

then XG is (soluble minimax)-by-finite. Moreover, if G is an MrC-group then

XG and G/CG(XG) are reduced minimax.

Proof. It follows by [4, Theorem 2].

Lemma 2.6 shows that an MC-group can be covered by normal (soluble

minimax)-by-finite subgroups (see [4, p.161-162]). [2, Theorem 2.2] and [11, The-

orem 4.36] give the corresponding condition for PC-groups and CC-groups.

Proposition 2.7. If G is an MC-group, then it is locally-(normal and (soluble

minimax)-by-finite). Moreover if G is an MC-group then G′ is locally-(normal

and (soluble minimax)-by-finite).

Proof. It follows by Lemma 2.6.

4 Proof of the Main Theorem

Proof. (i) By Lemma 2.3, G is a periodic CCS-group and so [10, Main The-

orem] implies that G is central-by-Chernikov. Conversely, let G be central-by-
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Chernikov, H be a subgroup of G such that H 6≤ Z(G) and K = coreG(NG(H)).

If K ≥ Z(G), then the result obviously is obtained. If K ∩ Z(G) = 1, then K is

isomorphic with KZ(G)/Z(G), so it is Chernikov and G/K is isomorphic with

(G/Z(G))/(KZ(G)/Z(G)), which is again Chernikov.

(ii) Since InnG ' G/Z(G), we may suppose that G/Z(G) has finite abelian

subgroup rank. Lemma 2.2 implies that G/Z(G) is an MCS-group, so it is an

MC-group, by Lemma 2.4. Thanks to Proposition 2.7, G/Z(G) can be covered by

(soluble minimax)-by-finite normal subgroups Sλ/Z(G), where λ is an ordinal,

indiciated in Λ. Without loss of generality assume Z(G) = 1. We exibit a

covering of G with subgroups Tα such that α ∈ A ≤ Λ, Tα < Tα+1, Tα is (soluble

minimax)-by-finite and Tβ = Tβ+1 = . . . for an ordinal β ∈ A.

G =< Sλ : λ ∈ Λ > and we obviously conclude when λ is a limit ordinal, so

let λ be not a limit ordinal. By induction the chain

T1 =
⋂
λ∈Λ

Sλ,

Tα =< Tα−1, xα−1 >, where xα−1 /∈ Tα−1

has Tα < Tα+1, Tα is (soluble minimax)-by-finite, A ≤ Λ. H = Drα∈A < xα >

has infinite abelian rank which is a contradiction. It follows that G can be covered

by finitely many (soluble minimax)-by-finite normal subgroups Tα, so that G is

(soluble minimax)-by-finite.

(iii) Let A be a proper maximal abelian normal subgroup of G. By Lemma

2.4 and [5, Corollary 3], A has finite index in G. It is enough to verify that G′

is (soluble minimax)-by-finite. If G is periodic the result follows Lemma 2.4 and

by [7, Lemma 3.7]. A similar situation happens when G is a PCS-group by [6,

Lemma 3.1]. Let G be an MCS-group which is neither periodic nor a PCS-

group. Put X = {x1, . . . , xn} a transversal to A in G, G/A = {x1A, . . . , xnA}

and G = XA. Lemmas 2.4 and 2.6 imply that XG = Y is (soluble minimax)-

by-finite, in particular G′ = [G, G] = [Y A, Y A] = Y ′[Y, A]. Now Y ′ is (soluble
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minimax)-by-finite and [Y, A] ≤ Y A = (XG)A = Y is (soluble minimax)-by-finite,

and so G′ is.

5 Special classes of MCS-groups

The Example in [7] shows that there is a CCS-group G such that G/Z(G) has

infinite abelian rank. The consideration of this group does not yield to character-

ize an MCS-group G without restrictions on the rank of G/Z(G). On the other

hand, the restriction on the size of Frattini subgroup of an MCS-group gives rise

the structural informations.

Corollary 4.1. Let G be an MCS-group. If G contains a subgroup H such

that NG(H) has a non-generator element g of G, then G is (soluble minimax)-

by-(radicable nilpotent of class at most 2).

Proof. By Lemma 2.4, G is an MC-group such that FratG ≥ NG(H), but

FratG = coreG(FratG) ≥ coreG(NG(H)) and [5, Theorem 4] complete the proof.

Given a group G, a subgroup H of G is said to be F-perfect if H has no

proper subgroups of finite index (in H). The subgroup F(G) of G generated by

all normal F-perfect subgroups of G is clearly F-perfect. This subgroup is called

the F-perfect part of G and if D(G) is the subgroup of G generated by all periodic

radicable abelian normal subgroups of G, then D(G) ≤ F(G).

Corollary 4.2. If G is an F-perfect MCS-group, then G is metabelian.

Proof. Put R = F(G) and D = D(G), then Lemma 2.4 and [5, Lemma 2] imply

that the series 1 / D / R = G has abelian factors.

The notion of Fitting subgroup allows us to characterize an MrCS-group.

Proposition 4.3. Let G be an MrCS-group and H a subgroup of G. Then

G is central-by-polycyclic-by-finite if and only if Fit(G/coreG(NG(H)) is finitely

generated.
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Proof. Let G/Z(G) be polycyclic-by-finite and H ≤ G. Put K = coreG(NG(H)),

we may assume that K 6≤ Z(G). If K ≥ Z(G) then the result follows immediately.

If K ∩ Z(G) = 1, then K ' KZ(G)/Z(G) is polycyclic-by-finite, and hence so is

G. It follows that Fit(G/K) is finitely generated. Conversely, if G is an MrCS-

group, then Fit(G/K) is nilpotent by [11, Theorem 10.33]. Fit(G/K) is finitely

generated so that G is a PCS-group. Now the main Theorem of [6] completes

our proof.

A special situation happens for the class of FC-groups.

Proposition 4.4. Let G be an FC-group. Then the following conditions are

equivalent:

(i) G is FCS-group;

(ii) G is CCS-group;

(iii) G is PCS-group;

(iv) G is MCS-group;

(v) G is central-by-finite.

Proof. (i) ⇒ (ii) and (iii) ⇒ (iv) are obvious. (v) ⇒ (i) is described in [7,

Proposition 2.4].

(ii) ⇒ (iii). By [7, Proposition 2.4], the class of CCS-groups coincide with

the class of FCS-groups, but each FCS-group is a PCS-group, which gives the

result.

(iv) ⇒ (v). Put U to be the maximal torsion-free subgroup of Z(G) and

G/Z(G) is periodic (see [11, Theorem 4.32]), so it implies that G/U is also peri-

odic. If T is the periodic part of G and G/T is torsion-free abelian, then T∩U = 1

and G ↪→ G/T ×G/U . By Lemma 2.2 and the Main Theorem of [10] implies that

G/U is central-by-finite. Since G/T is abelian and G/T×G/U is central-by-finite,

we conclude that G is central-by-finite.
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Abstract

In this paper, we demonstrate the existence and uniqueness a semi-

analytical solution of an inverse heat conduction problem (IHCP) in the form

: ut = uxx in the domain D = {(x, t)| 0 < x < 1, 0 < t ≤ T}, u(x, T ) =

f(x), u(0, t) = g(t), and ux(0, t) = p(t), for any 0 ≤ t ≤ T . Some numerical

experiments are given in the final section.
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1 Introduction

The procedure to solve an IHCP is very important in determining unknown tem-

perature histories and heat flux from known values in the body, which are usually
∗E-mail: shidfar@iust.ac.ir
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measured as a function of space and time. Especially, a direct measurement of

the heat flux or temperature in a boundary or initial time of hot body is almost

impossible. Therefore, recent studies of IHCPs have been numerically treated and

extended of multiple dimensions with the help of computing architecture. Some

numerical and theoretical approaches to IHCPs are summarized in [4], [2]. Such

a procedure using an exact solution are given by Burggraf [3]. It has been shown

that, if an error is made in known boundary condition, then there will be some

errors in unknown heat flux of other boundary. A lower bound of this error can

be estimated by 1√
∆t

sinh( 1√
∆t

). These results are consistent with earlier obser-

vation that small values of time ∆t can produce large error in surface flux. In

this paper, we apply a finite difference method of semi-implicit type for ∂u
∂t and

use a parameter θM for driving a stable and convergent solution to the IHCPs.

Now, suppose that for any given t, 0 ≤ t ≤ T, u(x, t) ∈ C4[0, 1] and satisfying

ut(x, t) = uxx(x, t), in D = {(x, t)| 0 < x < 1, 0 < t ≤ T}, (1.1)

u(x, T ) = f(x), 0 ≤ x ≤ 1, (1.2)

u(0, t) = g(t), 0 ≤ t ≤ T, (1.3)

ux(0, t) = p(t), 0 ≤ t ≤ T, (1.4)

ux(1, t) = h(t), 0 ≤ t ≤ T, (1.5)

u(x, 0) = φ(x), 0 ≤ x ≤ 1, (1.6)

where f(x), g(t), and p(t) are piecewise-continuous known functions, T is a

given positive constant number and h(t), φ(x), and u(x, t) are unknown func-

tions, which remain to be determined.

In the next section, we discrete the variable t and reduce (1.1) − (1.4) to a

system of linear, nonhomogenous second order differential equations. Stability

and convergency of this method is studied in section 3. Some numerical result

and discussion are given in section 4.
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2 A Numerical Solution

In this section, we discrete the variable t to approximate the solution of (1.1)−

(1.4).

Let M ∈ N, ∆tM = T
M , and ti = i∆t, for i = 0, 1, ..., M . For the solution

u, we define ui(x) = u(x, ti), for i = 0, 1, ..., M . Similarly for a given sequence

of functions {ui(x)| i = 0, 1, ..., M} we use ûi(x) instead of the approximate of

ui(x). Putting
ûi+1(x) = ûi(x) + (θM

∂û(x, ti)
∂t

− (θM − 1)
∂û(x, ti+1)

∂t
)∆tM , (2.1)

for θM ≥ 0, then by using (2.1) into (1.1) − (1.4) we obtain a system of linear

nonhomogenous second order differential equations with given initial conditions

in the form

θM∆tM û′′i (x) + ûi(x) = ûi+1(x) + (θM − 1)∆tM û′′i+1(x), (2.2)

ûi(0) = g(ti) = gi, (2.3)

û′i(0) = p(ti) = pi, (2.4)

for i = 0, 1, ..., M − 1, where û0(x) (0 < x ≤ 1) and ûi(1), i = 0, 1, ..., M − 1

are unknown.

Clearly ûM (x) = uM (x) = f(x). Using these assumptions, the problem (2.2)−

(2.4) has a solution of the following form

ûi(x) = gi cos
x√

θM∆tM
+

û′i(1)− V̂ ′
i (1)

Ŵ ′
i (1)

pi sin
x√

θM∆tM
+ Fi(x), (2.5)

for i = 0, 1, ..., M − 1, where

Fi(x) =
1

θM

√
θM∆tM

∫ x

0
ûi+1(s) sin

x− s√
θM∆tM

ds

− θM − 1
θM

√
∆tM pi+1 sin

x√
θM∆tM

+
θM − 1

θM
ûi+1(x)

− θM − 1
θM

gi+1 cos
x√

θM∆tM
, i = 0, 1, ..., M − 1, (2.6)

V̂i and Ŵi are the solutions of the following problems, respectively,

θM∆tM V̂ ′′
i (x) + V̂i(x) = ûi+1(x) + (θM − 1)∆tM û′′i+1(x),
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V̂i(0) = gi,

V̂ ′
i (0) = pi, i = 0, 1, ..., M − 1, (2.7)

and

θM∆tMŴ ′′
i (x) + Ŵi(x) = 0,

Ŵi(0) = 0,

Ŵ ′
i (0) = 1, i = 0, 1, ..., M − 1. (2.8)

Clearly, the heat flux ûx(1, ti) may be obtained from (2.6) of the form

ûx(1, ti) = pi Ŵ ′
i (1) + V̂ ′

i (1), i = 0, 1, ..., M − 1. (2.9)

Now, for each n ∈ N, if θM∆tM 6= (nπ)−2 and f ′′(x) is a piecewise-continuous

function in [0, 1], then the system of solutions (2.5) are unique [1].

The above result may be summarized in the following statement.

Theorem 2.1. If, for each n ∈N, θM∆tM 6= (nπ)−2, and f ′′ is a piecewise-

continuous function in [0, 1], then the system of differential equations (2.2)-(2.4)

has a unique solution.

Proof. See the analysis preceding the of above theorem.

3 Stability and convergency of solution

In the next theorem, the convergency of the solution (2.5) to the unique solution

will be shown.

Theorem 3.1. If θM , ∆tMand f satisfy the assumptions of Theorem 2.1 and

|∂
2u(x,t)
∂t2

| ≤ C < ∞ for any t ∈ [0, 1], where C is a positive constant number and

θM = βM∆t−αM such that βM > 0, 1 + ln(2βM )
ln(∆tM ) ≤ αM ≤ 1 for any M ≥ 3, then

the solution of the system (2.2)-(2.4) is convergent to the unique solution of the

problem (1.1)-(1.4), for any 0 ≤ x ≤ 1.

Proof. For all i = 0, 1, ..., M − 1, we have

θM∆tM u′′i (x) + ui(x) = ui+1(x) + (θM − 1)∆tM u′′i+1(x)
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− 1
2
∆t2M (θ2

M

∂2u(x, ξi)
∂t2

− (θM − 1)2
∂2u(x, ηi)

∂t2
), (3.1)

where ti < ξi < ti + θM∆tM and ti+1 < ηi < ti+1 + (θM − 1)∆tM .

Now, if we put

ei(x) = ûi(x)− ui(x) for i = 0, 1, ..., M, (3.2)

then ei(x) satisfies.

θM∆tM e′′i (x) + ei(x) = ei+1(x) + (θM − 1)∆tM e′′i+1(x)

− 1
2
∆t2M (θ2

M

∂2u(x, ξi)
∂t2

− (θM − 1)2
∂2u(x, ηi)

∂t2
), (3.3)

and ei(0) = e′i(0) = 0, from which, we conclude that

ei(x) =
1

θM

√
θM∆tM

∫ x

0
ei+1(s) sin

x− s√
θM∆tM

ds +
θM − 1

θM
ei+1(x)

− 1
2
θ
−1/2
M ∆t

3/2
M

∫ x

0
(θ2

M

∂2u(s, ξi)
∂t2

− (θM − 1)2
∂2u(s, ηi)

∂t2
) sin

x− s√
θM∆tM

ds

= Ii,1(x) + Ii,2(x) + Ii,3(x), i = 0, 1, ..., M − 1. (3.4)

Clearly, the integrand in Ii,3(x) denotes the truncation error and the other

terms Ii,1(x) and Ii,2(x) show that, errors of initial and boundary data for the

problem (1.1) how to propagate. In remaining of the proof, we consider two cases:

Case I. If

ei(0) = e′i(0) = 0, i = 0, 1, ..., M − 1,

eM (x) = 0, 0 < x < 1, (3.5)

then clearly one may conclude that

|Ii,3(x)| ≤ C(θM∆tM )3/2, for i = 0, 1, ..., M − 1, (3.6)

where C is defined in Theorem 2.2. Thus, eM−1(x) = IM−1,3(x) and one may

show that

|eM−i(x)| ≤ (
1
2
θ−2
M ∆t−1

M + 1− θ−1
M )|eM−i−1(x)|+ IM−i,3(x)
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=
i−1∑
k=0

(1− θ−1
M +

1
2
θ−2
M ∆t−1

M )k|IM−i−k,3(x)|

≤ C(θM∆tM )(3/2)
i−1∑
k=0

(
1
2
θ−2
M ∆t−1

M + 1− θ−1
M )k, i = 1, 2, ..., M. (3.7)

Clearly, for any fixed value θM , limit |eM−i(x)| will not be zero, when ∆tM

is vanished, which implies the divergency of the solution. If we choose θM =

βM∆t−αM
M for 0 < αM ≤ 1 and βM ≥ 0, then for each M ≥ 3, and αM which

satisfies in the following inequality

1 +
ln(2βM )
ln∆tM

≤ αM ≤ 1,

we obtain that

|eM−i(x)| ≤ C1β
3/2
M ∆t

3/2(1−αM )
M , (3.8)

where

C1 = C

i−1∑
k=0

(1− θ−1
M +

1
2
θ−2
M ∆t−1

M )k.

Consequently, if ∆tM tends to zero, then |eM−i(x)| is vanished and ûi(x) for

i = 1, 2, ..., M , convergences to the exact unique solution of the problem (1.1)-

(1.4).

Case 2. In this case, let us suppose

ĝi = gi + εi,1,

p̂i = pi + εi,2, for i = 0, 1, ..., M − 1,

and f̂(x) = f(x) + ε(x), then by using (2.5), (2.6), (2.7) and (2.8), we obtain

ei(x) = εi,1 cos
x√

θM∆tM
+ εi,2

√
θM∆tM sin

x√
θM∆tM

+
1

θM

√
θM∆tM

∫ x

0
ei+1(s) sin

x− s√
θM∆tM

ds

− θM − 1
θM

√
∆tM εi+1,2 sin

x√
θM∆tM

− θM − 1
θM

√
∆tM εi+1,1 cos

x√
θM∆tM

+ Ii,3(x), (3.9)
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where ei(x) is a global error for i = 0, 1, ..., M , and eM (x) = ε(x).

Now if |ε(x)|, |εi,1|, and |εi,2| tend to zero for each i = 0, 1, ..., M , then

|eM−i(x)| ≤
i−1∑
k=0

(1− θ−1
M +

1
2
θ−2
M ∆t−1

M )k |IM−i+k,3(x)|,

and

|IM−i+k,3(x)| ≤ Cβ
3/2
M ∆t

3/2(1−αM )
M → 0.

Finally, |eM−i(x)| vanishes for all i = 0, 1, ..., M. �

4 Numerical Examples

In this section we will present simulated cases to evaluate the capability of the

proposed robust input estimation scheme.

Example 4.1. Assume that

f(x) = x2 + 2,

g(t) = 2t,

p(t) = 2,

T = 1.

Obviously, u(x, t) = x2 + 2t is an exact solution of the problem. Now, we use

our numerical method to this problem. For x = 1, ∆tM = 0.02, αM = 0.8, and

βM = 0.9, the result are given in the following table.

t û(1, t) u(1, t) |u(1,t)−û(1,t)|
|u(1,t)| ux(1, t) ûx(1, t) |ux(1,t)−ûx(1,t)|

|ux(1,t)|

0 0.993614 1 0.0063 2 1.98329 0.0083

0.2 1.38377 1.4 0.019 2 1.96382 0.018

0.4 1.77821 1.8 0.012 2 1.95272 0.023

0.6 2.1803 2.2 0.0089 2 1.95764 0.021

0.8 2.58875 2.6 0.0043 2 1.97603 0.011

Table 1. Exact and estimate of the temperature and heat flux

in the above problem
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One can see from the data in table 1, the relation errors generated through the

computation show that the approximate and the exact solutions are vanished.

Example 4.2. Suppose that

f(x) = x3 + 6x,

g(t) = 0,

p(t) = 6t,

T = 1.

Clearly, the exact solution to this problem is u(x, t) = x3 + 6xt.

Now, for x = 1, ∆tM = 1
30 , αM = 0.9, and βM = 5, we obtain the following

result given in table 2.

t û(1, t) u(1, t) |u(1,t)−û(1,t)|
|u(1,t)| ux(1, t) ûx(1, t) |ux(1,t)−ûx(1,t)|

|ux(1,t)|

0 0.992943 1 0.007 3 2.9757 0.008

0.2 2.17963 2.2 0.009 4.2 4.13599 0.001

0.4 3.37199 3.4 0.008 5.4 5.31314 0.001

0.6 4.57445 4.6 0.005 6.6 6.52107 0.001

0.8 5.7853 5.8 0.002 7.8 7.75477 0.005

Table 2. Exact and estimate of the temperature and heat flux

in Example 4.2
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In an earlier work we showed that for ordered fields F not isomorphic to

the reals R, there are continuous 1-1 functions on [0, 1]F which map some

interior point to a boundary point of the image (and so are not open). Here

we show that over closed bounded intervals in the rationals Q as well as in all

non-Archimedean ordered fields of countable cofinality, there are uniformly

continuous 1-1 functions not mapping interior to interior. In particular, the
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1 Introduction

A cut C of an ordered field F is a subset satisfying C < F \ C. A nonempty

proper cut is said to be a gap, whenever it fails to have a supremum in the field. A

gap G in F is called regular, when for all ε ∈ F>0, G+ ε 6⊆ G. An ordered field is

Archimedean (has no infinitesimals) if and only if it is (isomorphic to) a subfield

of real ordered field R. The latter is, up to isomorphism, the unique ordered

field which is Dedekind complete, i.e. does not have any gaps. Any Dedekind

incomplete ordered field F has gaps in all its non-degenerated intervals: In the

Archimedean case, F is a proper subfield of R which therefore misses some points

in any real interval. In the non-Archimedean case, and given any two points a < b

of F , downward closure of the set of points x such that x−a
b−a is an infinitesimal,

forms a gap in (a, b).1

Monotone complete ordered fields were introduced in [2]. They are ordered

fields with no bounded strictly increasing divergent functions. From [[4] Corollary

2.7], follows that there are monotone complete ordered fields of any uncountable

regular cardinality and so there exist plenty of monotone complete ordered fields

not isomorphic to R. On the other hand, it is clear that there are no monotone

complete ordered field of countable cofinality, except (those isomorphic to) R.

For the notions of cofinality and regular cardinals, we refer to [1]. We use cf for

cofinality. If F is a monotone incomplete ordered field, then any non-degenerated

interval of F contains the image of a strictly increasing divergent function.

We proved in [[3], Theorem 1.2] that an ordered field F is Dedekind complete,

if all continuous 1-1 functions defined on some (equivalently all) non-degenerated

closed bounded interval(s) of F map interior points [of the interval(s)] to interior

points [of their range(s)]. For proper subfields of R, we show here that the

rather strange functions coming from above can not be uniformly continuous

provided that their unique continuous extensions to R are 1-1. On the other

1Alternatively, one can use linear increasing functions between intervals to map a given gap

(somewhere in the field) to a gap in a given interval.
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hand, on closed bounded intervals in the rational ordered field, as well as in all

non-Archimedean ordered fields with countable cofinality, there are uniformly

continuous 1-1 functions which do not map interior to interior. We will finish by

presenting some ordered fields over which this phenomenon occurs.

2 The Archimedean case

In this section, a well known property of the real ordered field is treated for its

subfields.

Lemma 2.1 Let F be an Archimedean ordered field. If f : [0, 1]F → [0, 1]F is a

uniformly continuous function, then f can be extended to a unique (uniformly)

continuous function f on [0, 1]R.

Proof. Given x ∈ [0, 1]R, there exists a sequence (rn)n≥1 in [0, 1]Q such that

limR rn = x. As f is uniformly continuous on [0, 1]F which contains [0, 1]Q and

the sequence (rn)n≥1 is Cauchy, (f(rn))n≥1 is Cauchy in [0, 1]F and so has a

limit in [0, 1]R. Let f(x) = limR f(rn). This is well defined, since if (rn)n≥1 and

(sn)n≥1 are two Cauchy sequences in [0, 1]Q such that limR rn = limR sn, then by

uniform continuity of f , we have limR f(rn) = limR f(sn). Note that f is indeed

the unique such extension of f . It is also continuous on [0, 1]R: Let x0 ∈ [0, 1]R

and ε ∈ R>0. By uniform continuity of f , there exists δ > 0 such that for all

x, y ∈ [0, 1]F , (|x − y| < δ → |f(x) − f(y)| < ε
2) (∗). We claim that for this

δ, (∀x ∈ [0, 1]R)(|x − x0| < δ → |f(x) − f(x0| < ε). Let x ∈ [0, 1]R be such

that |x− x0| < δ. There exist sequences (rn)n≥1 and (sn)n≥1 in [0, 1]Q such that

limR rn = x0 and limR sn = x respectively. Now let N be a nonnegative integer

such that (∀n ≥ N)(|rn−sn| < δ), so from (∗) we have (∀n ≥ N)(|f(rn)−f(sn)| <
ε
2). Thus |f(x)− f(x0)| = limR |f(rn)− f(sn)| ≤ ε

2 < ε.

Proposition 2.2 Let F be an Archimedean ordered field. If f : [0, 1]F → [0, 1]F

is a uniformly continuous function whose unique extension (as above) to R is one-

to-one, then it maps every open subset of [0, 1]F onto an open subset of f([0, 1]F ).
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Proof. Let U be an open subset of [0, 1]F . There is an open subset V of R such

that U = V ∩ [0, 1]F . We have f(U) = f(U) = f(V ∩ [0, 1]F ) = f(V ∩ [0, 1]R) ∩

f([0, 1]F ) = f(V ∩ [0, 1]R) ∩ f([0, 1]F ). But f is open, hence f(V ∩ [0, 1]R) is a

relatively open subset of f([0, 1]R) and so there is an open subset W of R, such

that f(V ∩ [0, 1]R) ∩ f([0, 1]F ) = (W ∩ f([0, 1]R)) ∩ f([0, 1]F ) = W ∩ f([0, 1]F ).

Therefore f(U) is a relatively open subset of f([0, 1]F ).

Proposition 2.3 There is a uniformly continuous 1-1 function on [0, 1]Q, which

its range has empty interior.

Proof. Consider the function f(x) = |14x2 + x − 1
2 |. By changing the variable

x = 2(u − 1), the proof of f being 1-1 is based on the fact that the equation

r2 + s2 = 3 is not solvable in Q. A further argument shows that the complement

of the range of f with respect to [0, 1]Q is dense in [0, 1]Q and so the range, as a

subspace of [0, 1]Q, has empty interior.

3 The non-archimedean case of countable cofinality

Theorem 3.1 Let F be a non-Archimedean ordered field with cf(F ) = ω. Then

for all a < b in F , there exist 1-1 uniformly continuous functions f : [a, b]F →

[a, b]F whose ranges are closed such that f maps some interior point of [a, b]F to

a boundary point of its image.

Proof. Let [a, b] be a non-degenerated interval in F and c = a+b
2 . Fix a strictly

increasing sequence (ak)k∈ω in [a, c) such that a0 = a, (∀k ≥ 1)|ak+1 − ak| ≤
1
4 |ak − ak−1| and limk ak = c. Put b0 = b, and for all k ≥ 1, bk = b0 − (ak − a0).

Downward closure of the monad of 0 is an irregular gap G in [0, 1]F . Fix (an

infinitesimal) γ ∈ G>0. Note that (∀x ∈ G)(∀y ∈ F \G)(y−x > γ). For each k ∈

ω, let Uk be the image of G∩ [0, 1] under the linear increasing function from [0, 1]

onto [ak, ak+1] and Vk the image of G∩ [0, 1] under the linear increasing function

from [0, 1] onto [bk+1, bk]. Let S0 = U0, T0 = [a, b] \ (downward closure of V0),

and for all k ≥ 1, Sk = Uk \ Uk−1, Tk = Vk−1 \ Vk. For all k ≥ 1, we have
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(∀x ∈ Sk)(∀y ∈ Sk+1)(y − x > γ(ak+1 − ak)) (∗) and, from a similar observation

for the Tk’s, Ik = [bk − γ(bk − bk+1), bk + γ(bk − bk+1)] ⊆ Tk. For k ∈ ω \ {0}, let

hk be the linear increasing function which maps [ak−1, ak+1] onto I2k. For k = 0,

first pick out some d0 ∈ T0 \ {b} such that b − d0 < a1 − a and put I0 = [d0, b].

Then let h0 : [a, a1] → I0 be the onto linear increasing function. Let fk be the

restriction of hk to Sk; so fk is a function which maps Sk linearly and increasingly

into I2k ⊆ T2k. Similarly, for all k ∈ ω, we can get linear increasing functions

gk : Tk → T2k+1. Let f = (
⋃

k∈ω fk)∪ (
⋃

k∈ω gk)∪{(c, c)}. Then f is a one-to-one

function from [a, b] into [c, b] with a closed range which maps c ∈ (a, b) to the

boundary point c ∈ f([a, b]) ⊆ [c, b].

To prove that f is uniformly continuous, we proceed as follows. Given ε ∈ F>0

which we may assume without loss of generality to be less than a2−a1, let δ = 1
4γε.

Take x, y ∈ [a, b] with |x − y| < δ. If either x or y (but to avoid trivialities not

both) equals c or x < c < y, then one easily checks that |f(x)− f(y)| < |x− y|.

So assume both x and y are strictly less or greater than c, they will be either

both in two S’s or both in two T ’s. The arguments will be similar, we only deal

with the S’s. Suppose x ∈ Sk and y ∈ Sl. There are the following exclusive cases

of how l is compared to k.

(A) l = k. Here f = fk is the restriction of hk to Sk. If k = 0, then by

the condition on d0, we have |f(x) − f(y)| = |f0(x) − f0(y)| < |x − y|. Assume

k ≥ 1. Then hk : [ak−1, ak+1] → I2k is linear and |I2k| < (ak+1 − ak−1), so

|f(x)− f(y)| = |fk(x)− fk(y)| < |x− y| < δ, which is infinitely smaller than ε.

(B) l = k + 1. By the choice of δ, we must have k ≥ 2. The reason is

that we will have δ < γ(a2 − a1) (and in particular δ < γ(a1 − a0)). We have

|f(x)−f(y)| = |fk(x)−fk+1(y)| < |b2(k+1)+1−b2k−1| ≤ |bk+1−bk| = |ak+1−ak| <

[by (∗)] 1
γ |x− y| < 1

γ δ = 1
4ε < ε.

(C) k ≥ 2 and l = k + 2. We will have |f(x) − f(y)| ≤ |f(x) − f(ak+1)| +

|f(ak+1)− f(y)|. Both of these terms are less than 1
4ε, by case (B).

(D) k ≥ 2 and l ≥ k + 3. We will have |f(x)− f(y)| < |b2l+1 − b2k−1|. Using

|ai+1−ai| ≤ 1
4 |ai−ai−1|, one gets |b2l+1−b2k−1| < |ak+1−al−1|. The latter value



64 Mojtaba Moniri and Jafar S. Eivazloo

is less than |x− y|.

(E) k = 0 and l ≥ 2. We will have |f(x) − f(y)| ≤ |f(x) − f(a1)| + |f(a1) −

f(a2)| + |f(a2) − f(y)|. The first two terms on the right hand side are, by case

(B), less than 1
4ε. The last one is also less than 1

4ε: If l = 2, l = 3, l = 4, l ≥ 5,

then one may use the cases (A), (B), (C) and (D) respectively.

(F) k = 1 and l ≥ 3. We will have |f(x)−f(y)| ≤ |f(x)−f(a2)|+|f(a2)−f(y)|.

The first term on the right is, by case (B), less than 1
4ε. The second one is also

less than 1
4ε: If l = 3, l = 4, l ≥ 5, then one may use the cases (B), (C) and (D)

respectively.

Finally, We present some non-Archimedean ordered fields allowing the men-

tioned kind of strange functions.

Example 3.2 Consider the ordered field (Q(x),+, ·, <) with x > Q. It is non-

Archimedean and of cofinality ω, hence monotone incomplete. So there are uni-

formly continuous one-to-one functions f : [0, 1]Q(x) → [0, 1]Q(x), which map some

interior point to a boundary point of its image.

Example 3.3 Let F be an ordered field. Then the ordered field of Laurent series

with coefficients in F is non-Archimedean of cofinalty ω, and so it is monotone

incomplete. Once again, there will exist the mentioned kind of functions over

closed bounded intervals of this field.

Note added in the proof. In 2002, Lobachevskii (J. Math.) (it is available

online), in addition to the above for non-Archimedean ordered fields of countable

cofinality, we constructed uniformly continuous 1-1 functions which although map

interior to the interior of the image, but still are not open.
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In this paper, an extension of record models, well known as k-records,

is considered. Bayesian estimation as well as prediction based on k-records

are presented when the underlying distribution is assumed to have a general

form. The proposed procedure is applied to the Exponential, Weibull and

Pareto models in one parameter case. Also, the two-parameter Exponential

distribution, when both parameters are unknown, is studied in more details.

Since the ordinary record values are contained in the k-records, by putting

k = 1, the results for usual records can be obtained as special case.
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1 Introduction

Let {Xi, i ≥ 1} be a sequence of independent and identically distributed (iid) con-

tinuous random variables each distributed according to cumulative distribution
∗E-mail: doostparast@wali.um.ac.ir

67



68 J. Ahmadi M. Doostparast

function (cdf) F (t) and probability density function (pdf) f(t). An observation

Xj will be called an upper record value if its value exceeds that of all previous ob-

servations. Thus, Xj is an upper record if Xj > Xi for every i < j. An analogous

definition can be given for lower record values. Today there are over 500 papers

and several books published on record-breaking data (see, for instance, Chandler

[8], Resnick [19], Shorrock [21], Glick [14], Samaniego and Whitaker [20], Arnold

et al. [5] and Nevzorov [18]).

There are several situations where the second or third largest values of special

interest, insurance claims some non-life insurance can be used as an example, see

Kamps [16], so the usual record models is inadequate. Also, in the ordinary

record value theory, while inverse sampling considerations have given valuable

insights, their practical implementation is greatly hindered by the sparsity of

records. These problems caused the researchers to study the theory of k-record

models. Upper k-record process is defined in terms of the k-th largest X yet seen.

For a formal definition, we consider the definition in Arnold et al. [5], p. 43, in

the continuous case, let T1(k) = k, R1(k) = X1:k and for n ≥ 2, let

Tn(k) = min{j : j > Tn−1(k), Xj > XTn−1(k)−k+1:Tn−1(k)
},

where Xi:m denotes the i-th order statistic in a sample of size m. The sequence

of upper k-records is then defined by Rn(k) = XTn(k)−k+1:Tn(k)
for n ≥ 1. Arnold

et al. [5] call this a Type 2 k-record sequence. For k = 1, note that the usual

records are recovered. An analogous definition can be given for lower k-records as

well. This sequence of k-records was introduced by Dziubdziela and Kopocinski

[12] and it has found acceptance in the literature. Some work has been done on

the statistical inference, based on k-records. See, for instance, Deheuvels and

Nevzorov [11], Berred [7], Ali Mousa et al. [4], Malinowska and Szynal [17],

Danielak and Raqab [9],[10], Ahmadi et al. [2], Fashandi and Ahmadi [13] and

references therein.

We assume that this type of k-record data is available and the aim of this

paper is to develop inference methods as well as prediction of future k-records
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based on past observed k-records. The rest of the paper is organized as follows.

In Section 2, Bayesian estimation as well as prediction based on k-records are

presented when the underlying distribution is assumed to have a general model.

In Section 3, a two-parameter exponential distribution is considered; the maxi-

mum likelihood and Bayes estimators for the unknown parameters, are obtained.

Bayesian prediction of the future k-records, either point or interval, are obtained

in Section 4, when the k-records are assumed to come from the two-parameter

exponential model.

2 A General Model

In this section, we consider the problems of estimation and prediction based on

k-records, when the underlying distribution has a general form. In order to do

this, let C be the class of all absolute continuous distribution functions F of the

form

Fθ(x) = 1− e−λθ(x), x > 0, (2.1)

where λ′θ(x) (the derivative of λθ(x) w.r.t θ) exists and is a positive function of

θ and x. Then

fθ(x) = λ′θ(x)e−λθ(x), x > 0. (2.2)

This class includes several important life time families such as: Exponential,

Weibull, compound Weibull, Pareto, Beta, Gompertz, compound Gompertz and

Burr type XII, among others.

2.1 Estimation

Using the joint pdf of usual records, we readily have the joint density of the first

m, k-records R1(k), R2(k), ..., Rm(k) as

f(x1, ..., xm) = km
m∏

i=1

f(xi)
1− F (xi)

(1− F (xm))k, (2.3)
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(see, Arnold et al. [5]). Now, suppose we observe R1(k) = x1, · · · , Rm(k) = xm

then by substitution of (2.1) and (2.2) in (2.3), the likelihood function L(θ) is

L(θ) ∝ A(θ;x)e−B(θ,xm), (2.4)

where x = (x1, · · · , xm),

A(θ;x) =
m∏

i=1

λ′θ(xi) and B(θ, xm) = kλθ(xm).

There is clearly no way in which one can say that one prior is better than any

other. Presumably one has own subjective prior and must live with all of its lumps

and bumps. It is more frequently the case that we elect to restrict attention to

a given flexible family of prior distributions and we choose one from the family

which seems to the best of our match and personal believes. With this in mind,

let the conjugate prior density function for θ, proposed by AL-Hussaini [3], is

given by

π(θ; δ) ∝ C(θ; δ)e−D(θ;δ), θ ∈ Θ, δ ∈ Ω, (2.5)

where Ω is the prior parameter(s) space. Then the posterior density function is

derived as

π(θ|x) = C1(M,N)M(θ;x, δ)e−N(θ; xm,δ), (2.6)

where

M(θ;x, δ) = C(θ; δ)A(θ;x),

N(θ;xm, δ) = D(θ; δ) + B(θ, xm),

and C1(M,N) is the normalizing constant given by

C1(M,N) =
[∫

Θ
M(θ;x, δ)e−N(θ; xm, δ)dθ

]−1

. (2.7)

If Θ is one dimensional then the Bayes estimator of θ, under squared error (SE)

loss function, is

θ̂BS =
C1(M,N)
C1(M?, N)

, (2.8)
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where M?(x) = xM(x).

Remark. θ̂BS in (2.8) is the unique Bayes estimate of θ under SE loss function

with respect to the above mentioned proper prior and hence is admissible.

Example 2.1 (One-Parameter Exponential Model)

Let λθ(x) = (x − µ0)/σ where µ0 is known and θ = σ, i.e. we have a one

parameter exponential distribution. Then A(θ;x) = 1/σm and B(θ;xm) =

k(xm − µ0)/σ. It can be shown that the maximum likelihood estimation of σ

is σ̂M = k(Rm(k) − µ0)/m. We use Inverted Gamma with parameters a and

b as the conjugate prior, i.e. π(σ) = baσ−(a+1) exp{−b/σ}/Γ(a), where from

(2.5), C(θ; δ) = σ−(m+2), D(θ; δ) = b/σ and δ = (a, b). Therefore, M(θ;x, δ) =

1/σm+a+1 and N(θ;xm, δ) = (b+ k(xm−µ0))/σ. From (2.8), the Bayes estimate

of σ under SE loss function is given by

σ̂BS =
b + k(Rm(k) − µ0)

m + a− 1
.

It may be noted that, from (2.6), the posterior distribution of σ−1 is Γ(m+a, b+

k(xm − µ0)).

Example 2.2 (Weibull Model)

Suppose λθ(x) = αxβ, where β is known and θ = α. Then λ′θ(x) = αβxβ−1. It

can be shown that the maximum likelihood estimate of α is α̂M = m/(kRβ
m(k)).

Assuming a Gamma conjugate prior with parameter a and b, i.e.

π(α) = baαa−1 exp{−bα}/Γ(a), the Bayes estimate of α under SE loss function

is given by

α̂BS = (m + a)/(kRβ
m(k) + b).
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Example 2.3 (Pareto Model)

In this model, λθ(x) = α ln(x/β) where β is known and θ = α. So, by (2.4), max-

imum likelihood estimate of α is α̂M = m/(k ln[Rm(k)/β]). Assuming a conjugate

prior Gamma with parameters a and b, i.e. π(α) = baαa−1 exp{−bα}/Γ(a), the

Bayes estimate of α under SE loss function is given by

α̂BS =
m + a

k ln[Rm(k)/β] + b
.

When both of the parameters in the above examples are unknown, In [1] we

have obtained similar results based on usual records (k = 1).

2.2 Prediction

Assume that we have the first m upper k-records R1(k) = x1, R2(k) = x2, ..., Rm(k) =

xm from a member of class C in (2.1). Based on such a sample, prediction, ei-

ther point or interval, is needed for s-th upper k-record, 1 ≤ m < s. Now, let

Y = Rs(k) be the s-th upper k-record value, s > m. The conditional pdf of Y

for the given vector parameter θ and that the first m k-record R1(k), · · · , Rm(k)

is given by

f(y|x, θ) = ks−m [λθ(y)− λθ(xm)]s−m−1

Γ(s−m)
λ′θ(y)e−k(λθ(y)−λθ(xm)). (2.9)

Hence, from equations (2.6) and (2.9) we get the Bayes predictive density function

of Y

h∗(y|x) =
∫

Θ
f(y|x, θ)π(θ|x)dθ

=
ks−mC1(M,N)

Γ(s−m)
(2.10)∫

Θ
M(θ;x, δ)[λθ(y)− λθ(xm)]s−m−1λ′θ(y)e−k[λθ(y)−λθ(xm)]−N(θ;xm,δ)dθ.
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The Bayes point predictor of the s-th upper k-record based on the first m (m < s)

observed k-records is given by

ŶBS =
∫ +∞

xm

yh∗(y|x)dy

=
ks−mC1(M,N)

Γ(s−m)

∫
Θ

M(θ;x, δ)e−N(θ;xm,δ)

∫ +∞

xm

y[λθ(y)− λθ(xm)]s−m−1λ′θ(y)e−k(λθ(y)−λθ(xm))dy dθ

=
ks−mC1(M,N)

Γ(s−m)

∫
Θ

M(θ;x, δ)e−N(θ;xm,δ){∫ +∞

0
λ−1

θ (z + λθ(xm))zs−m−1e−kzdz

}
dθ

= C1(M,N)
∫

Θ
M(θ;x, δ)e−N(θ;xm,δ)E

{
λ−1

θ (Z + λθ(xm))
}

dθ,

(2.11)

where Z ∼ Γ(s−m, k) and λ−1
θ (x) is the inverse function of λθ(x).

Example 2.4 (Continuation Examples 2.1-2.3)

Using (2.11), we obtain the Bayesian point prediction of Rs(k) for the following

three models. We have

i. One parameter Exponential model:

ŶBS =
(

s + a− 1
m + a− 1

)
Rm(k) +

(
s−m

m + a− 1

) (
b

k
− µ0

)
.

ii. Weibull model:

ŶBS =
(

s + a− 1
m + a− 1

)
Rβ

m(k) +
(

s−m

m + a− 1

)
b

k
.

iii. Pareto model:

ŶBS =
[b + k log(Rm(k)/β)]m+a

Γ(m + a)
I(Rm(k)),
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where I(Rm(k)) =
∫ +∞
0

αs+a−1

(α−1/k)s−m e−[b+k log(Rm(k)/β)]αdα.

Remark. It may be noted that one may use (2.10) to obtain Bayesian prediction

interval for Rs(k).

In the rest of the paper, we consider two-parameter Exponential distribution

which does not belong to the class C in (2.1), where the location parameter µ is

unknown. Its cdf and pdf are given by

F (x;µ, σ) = 1− e−
1
σ

(x−µ) x ≥ µ, σ > 0, (2.12)

and

f(x;µ, σ) =
1
σ

e−
1
σ

(x−µ) x ≥ µ, σ > 0, (2.13)

respectively, which is denoted by X ∼ Exp(µ, σ). Ahmadi et al. [2] studied

the problem of estimation and prediction in Exp(µ, σ) under LINEX (LINear-

EXPonential) loss function based on k-records from Bayesian view point.

3 Estimation in Exponential Model

As mentioned in Section 1, the usual record data are rare in practical situations.

In fact, the expected waiting time is infinite for every record after the first; but,

this problem will be fixed by considering k-records instead (see Theorem 2.1

of [15]). So, in this section, we shall be concerned with estimation of the two

unknown parameters µ and σ of Exp(µ, σ) based on k-record values. Suppose,

we observed the first m upper k-records R1(k) = x1, R2(k) = x2, ..., Rm(k) = xm

from an Exp(µ, σ).Then from (2.3), (2.12) and (2.13) the likelihood function is

given by

L(µ, σ|x) = (
k

σ
)me−

k
σ

(xm−µ), µ ≤ x1 < x2 < ... < xm, σ > 0, (3.1)

where x = (x1, x2, ..., xm).
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3.1 Maximum likelihood estimation

In the case k = 1, the MLE (maximum likelihood estimation) of the two-parameters

of the Exponential distribution can be found in Arnold et al. [5], p. 123. We

obtained MLE based on k-record values, by (3.1). The natural logarithm of (3.1)

is given by

l = m ln k −m lnσ − k

σ
(xm − µ), µ ≤ x1 < x2 < ... < xm. (3.2)

Assume that the parameters µ and σ are unknown, from (3.2) we readily obtain

the MLE of µ and σ as follows:

µ̂M = R1(k), (3.3)

and

σ̂M =
k

m
(Rm(k) −R1(k)). (3.4)

It is easy to verify that

• R1(k) ∼ Exp(µ, σ/k),

• Rm(k) −R1(k) and R1(k) are independent random variables,

• Rm(k) −R1(k) has gamma distribution with parameters m− 1 and k/σ.

Then by (3.3) and (3.4) we have

• E(µ̂M ) = µ + σ
k ,

• MSE(µ̂M ) = 2σ2

k2 .

Also,

• E(σ̂M ) = m−1
m σ,

• MSE(σ̂M ) = σ2

m , do not depend on k.

• Cov(µ̂M , σ̂M ) = 0.

Notice that µ̂M is a biased estimator µ, while an unbiased estimator for µ is given

by

µ̃ =
m + k − 1

m− 1
R1(k) −

k

m− 1
Rm(k).
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3.2 Bayes estimation

Our aim is to obtain Bayes estimate of the unknown parameters based on x1, ..., xm

under SE loss function. We consider the following two cases for our Bayesian es-

timation problem.

a) σ is known.

Without loss of generality, we may assume σ = 1 then by (3.1), we have

f(x|µ) = kme−k(xm−µ), µ < x1 < x2 < ... < xm. (3.5)

Assume the Jeffreys non-informative prior distribution (see [6]) of the parameter

µ in the form

π(µ) ∝ 1. (3.6)

Hence the posterior distribution of µ is

π(µ|x) ∝ f(x|µ)π(µ),

where f(x|µ) is the joint density function given by (3.5) and π(µ) is the prior

density given by (3.6). So, we have

π(µ|x) = kek(µ−x1), µ < x1. (3.7)

Suppose an SE loss function, the Bayes estimate of a parameter is its posterior

mean. Therefore, by (3.7), the Bayes estimate of the parameter µ is given by

µ̂1BS = R1(k) −
1
k
. (3.8)

From Eq. (3.8) we get

• E(µ̂1BS) = µ,

• MSE(µ̂1BS) = 1
k2 .

b) σ is unknown.
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Under the assumption that both of the parameters µ and σ are unknown, we

may consider the joint density as a product of the conditional density of µ for

given σ and a two parameter inverted gamma density for σ. So, we have

π(µ, σ) ∝ βα

Γ(α)
1

σα+2
e−

β
σ . (3.9)

In fact σ−1 ∼ Γ(α, β), which is the conjugate prior distribution of the parameter

σ for the fixed value of µ, and π1(µ|σ) ∝ σ−1 which is the Jeffreys non-informative

prior distribution (see [6]) of the parameter µ for fixed value of the parameter σ.

Thus, the joint posterior density is given by

π(µ, σ|x) =
k[β + k(xm − x1)]m+α

Γ(m + α)
1

σm+α+2
e−

1
σ

[β+k(xm−µ)]. (3.10)

Therefore, by (3.10) under SE loss function the Bayes estimate of the parameter

σ is given by

σ̂2BS =
β + k(Rm(k) −R1(k))

m + α− 1
. (3.11)

Notice that, as β → 0 and α → 1, σ̂2BS → σ̂ML. By (3.11) we have

• E(σ̂2BS) = β+σ(m−1)
m+α−1 ,

• MSE(σ̂2BS) = m−1
(m+α−1)2

σ2 + (β−σα)2

(m+α−1)2
.

Also, the Bayes estimate of the parameter µ is given by

µ̂2BS = Rm(k) + β − m + α

k(m + α− 1)
[β + k(Rm(k) −R1(k))]. (3.12)

By (3.12), we have

• E(µ̂2BS) = µ + ασ
k + [1− (m+α)

k(m+α−1) ]β,

• V ar(µ̂2BS) = σ2

k2 [1 + m−1
(m+α−1)2

],

• Cov(µ̂2BS , σ̂2BS) = − (m−1)σ2

(m+α−1)k .

Remark. It may be noted that one may use (3.7) and (3.10) to obtain Bayesian

estimation interval for the parameters µ and σ.
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4 Prediction in Exponential Model

In this section, we consider the problem of prediction, either point or inter-

val, for future k-record values by Bayesian approach. Assume that we have

the first m upper k-records R1(k) = x1, R2(k) = x2, ..., Rm(k) = xm from the

Exp(µ, σ)−distribution. Based on such a sample, prediction, either point or in-

terval, is needed for s-th upper k-record, 1 ≤ m < s. We consider the following

two cases:

a) σ is known.

Without loss of generality, we may assume σ = 1, then by (2.12), (2.13) and

(2.9), we have

f∗(y|xm, µ) =
ks−m

Γ(s−m)
(y − xm)s−m−1e−k(y−xm), y > xm, (4.1)

which is independent of µ. So by (2.10) and (4.1) we have

h∗(y|x) =
∫ x1

−∞
f∗(y|x, µ)π(µ|x)dµ

=
ks−m

Γ(s−m)
(y − xm)s−m−1e−k(y−xm), y > xm, (4.2)

for any posterior distribution (therefore, for any prior distribution) π(µ|x). By

(4.2), we have

Y − xm|x ∼ Γ(s−m, k).

So,

Ŷ1 = Rm(k) +
s−m

k
. (4.3)

By (4.3) we have

• E(Ŷ1) = µ + s
k ,

• MSE(Ŷ1) = s−m
k2 .

Ahmadi et al. [2] obtained the 100(1 − γ)% Bayesian prediction interval for

Rs(k), with equal tail as (L1, U1), where L1 and U1 are the lower and upper
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bounds, respectively which are given by

L1 = Rm(k) +
χ2

γ
2

2k
,

and

U1 = Rm(k) +
χ1− γ

2
2

2k
.

where χ2
γ stands for the γ-th percentage of Chi-square distribution with 2(s−m)

degrees of freedom.

b) σ is unknown

Let Y = Rs(k) be the s-th upper k-record value, 1 ≤ m < s. So, by (2.12)

and (2.13), we have

f∗(y|x, µ, σ) = (
k

σ
)s−m (y − xm)s−m−1

Γ(s−m)
e−

k
σ

(y−xm). (4.4)

By (2.13), (3.10) and (4.4) Bayesian predictive density function of Y = Rs(k) ,

for the given past m records, is given by

h(y|x) =
∫ x1

−∞

∫ ∞

0
f∗(y|x, µ, σ)π(µ, σ|x)dσdµ

=
1

B(m + α, s−m)
(
k(xm − x1) + β

k(y − x1) + β
)m+α

×(1− k(xm − x1) + β

k(y − x1) + β
)s−m 1

y − xm
, y > xm. (4.5)

Now, by (4.5) the Bayes point predictor of the s-th upper k-record is given by

Ŷ2 =
s + α− 1
m + α− 1

Rm(k) +
s−m

m + α− 1
(
β

k
−R1(k)). (4.6)

By (4.6) we have

• E(Ŷ2) = kµ(α+m−1)+sσ(m−1)+β(s−m)
k(m+α−1) ,

• MSE(Ŷ2) = (s−m){σ2

k2 (1 + (m−1)(s−m)
(m+α−1)2

) + (s−m)( α
m+α−1 −

β
k )2}.

In this case, Ahmadi et al. [2] also derived a Bayesian prediction interval for

Rs(k) as follow: The 100(1 − γ)% Bayesian prediction interval for Rs(k) is given

by

(L2, U2),
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where

L2 =
Rm(k) −R1(k)

b1− γ
2

+
β

k
(

1
b1− γ

2

− 1) + R1(k),

and

U2 =
Rm(k) −R1(k)

b γ
2

+
β

k
(

1
b γ

2

− 1) + R1(k),

where bγ is the γ-th percentage of Beta(m + α, s−m)-distribution.

5 Conclusion

In this paper, we have tackled the problems of estimation and prediction based on

k-record data while the underlying distribution is assumed to have a general form.

This family contains several life distribution such as Exponential, Weibull and

Pareto and so on. A general form of conjugate prior was considered to obtain

Bayesian estimation of unknown parameters and prediction of future k-record

values. The proposed procedure was applied to the Exponential, Weibull and

Pareto models in one parameter case. Moreover, we have developed the proposed

procedure for two-parameter Exponential distribution in details.
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