Iranian Journal of Numerical Analysis and Optimization

Director
M. H. Farahi

Editor-in-Chief
Ali R. Soheili

Managing Editor
M. Gachpazan

EDITORIAL BOARD

Abbasbandi, S.*
(Numerical Analysis)
Department of Applied Mathematics,
Faculty of Science,
Imam Khomeini International University,
Ghazvin.
e-mail: abbasbandy@ikiu.ac.ir

Babolian, E.*
(Numerical Analysis)
Department of Mathematics,
Faculty of Mathematical Sciences
and Computer,
Kharazmi University, Karaj.
e-mail: babolian@khu.ac.ir

Effati, S.*
(Optimal Control & Optimization)
Department of Applied Mathematics,
Faculty of Mathematical Sciences,
Ferdowsi University of Mashhad, Mashhad.
e-mail: s-effati@um.ac.ir

Emrouznejad, A.*
(Operations Research)

Aston Business School,
Aston University, Birmingham, UK.
e-mail: a.emrouznejad@aston.ac.uk

Farahi, M. H.*
(Optimal Control & Optimization)
Department of Applied Mathematics,
Faculty of Mathematical Sciences,
Ferdowsi University of Mashhad, Mashhad.
e-mail: farahi@um.ac.ir

Gachpazan, M.**
(Numerical Analysis)
Department of Applied Mathematics,
Faculty of Mathematical Sciences,
Ferdowsi University of Mashhad, Mashhad.
e-mail: gachpazan@um.ac.ir

Ghanbari, R.**
(Operations Research)
Department of Applied Mathematics,
Faculty of Mathematical Sciences,
Ferdowsi University of Mashhad, Mashhad.
e-mail: rghanbari@um.ac.ir
Hadizadeh Yazdi, M.**
(Numerical Analysis)
Department of Mathematics,
Faculty of Science
Khaje-Nasir-Toosi University of Technology, Tehran
e-mail: hadizadeh@kntu.ac.ir

Hojjati, GH. R.*
(Numerical Analysis)
Department of Applied Mathematics,
Faculty of Mathematical Sciences
University of Tabriz, Tabriz
e-mail: ghojjati@tabrizu.ac.ir

Khojasteh Salkuyeh, D.*
(Numerical Analysis)
Department of Applied Mathematics,
Faculty of Mathematical Sciences,
University of Guilan, Rasht.
khojasteh@guilan.ac.ir

Mahdavi-Amiri, N.*
(Optimization)
Department of Mathematical Sciences,
Faculty of Mathematics
Sharif University of Technology, Tehran.
e-mail: nezamm@sina.sharif.edu

Soheli, Ali R.*
(Numerical Analysis)
Department of Applied Mathematics,
Faculty of Mathematical Sciences,
Ferdowsi University of Mashhad, Mashhad.
e-mail: soheli@um.ac.ir

Toutounian, F.*
(Numerical Analysis)
Department of Applied Mathematics,
Faculty of Mathematical Sciences,
Ferdowsi University of Mashhad, Mashhad.
e-mail: toutouni@um.ac.ir

Kamyad, A.V.*
(Optimal Control & Optimization)
Department of Applied Mathematics,
Faculty of Mathematical Sciences,
Ferdowsi University of Mashhad, Mashhad.
e-mail: vahidian@um.ac.ir

This journal is published under the auspices of Ferdowsi University of Mashhad

* Full Professor
** Associate Professor

We would like to acknowledge the help of Narjes khatoon Zohorian in the preparation of this issue.
Letter from the Editor in Chief

I would like to welcome you to the Iranian Journal of Numerical Analysis and Optimization (IJNAO). This journal is published biannually and supported by the Faculty of Mathematical Sciences at the Ferdowsi University of Mashhad. Faculty of Mathematical Sciences with three centers of excellence and three research centers is well-known in mathematical communities in Iran.

The main aim of the journal is to facilitate discussions and collaborations between specialists in applied mathematics, especially in the fields of numerical analysis and optimization, in the region and worldwide.

Our vision is that scholars from different applied mathematical research disciplines, pool their insight, knowledge and efforts by communicating via this international journal.

In order to assure high quality of the journal, each article is reviewed by subject-qualified referees.

Our expectations for IJNAO are as high as any well-known applied mathematical journal in the world. We trust that by publishing quality research and creative work, the possibility of more collaborations between researchers would be provided. We invite all applied mathematicians especially in the fields of numerical analysis and optimization to join us by submitting their original work to the Iranian Journal of Numerical Analysis and Optimization.

Ali R. Soheili
Contents

Measurable functions approach for approximate solutions of Linear space-time-fractional diffusion problems ........ 1
S. Soradi Zeid, A. V. Kamyad and S. Effati

A Modified Flux-Wave Formula for the Solution of One-Dimensional Euler Equations with Gravitational Source Term .................................................. 25
H. Mahdizadeh

New variable neighborhood search method for minimum sum coloring problem on simple graphs ................. 39
Kh. Erfani, S. Rahimi and J. Fathali

Technological returns to scale: Identification and visualization ................................................................. 55
E. Hajinezhad and M.R. Alirezaei

Explicit and implicit schemes for fractional–order Hantavirus model ....................................................... 75
Mevlut Yasik Ongun and Damla Arslan

Discrete collocation method for Volterra type weakly singular integral equations with logarithmic kernels ....... 95
P. Mokhtary

An efficient hybrid algorithm based on genetic algorithm (GA) and Nelder–Mead (NM) for solving nonlinear inverse parabolic problems .................................................. 119
H. Dana Mazraeh and R. Pourgholi
Measurable functions approach for approximate solutions of Linear space-time-fractional diffusion problems

S. Soradi Zeid, A. V. Kamyad* and S. Effati

Abstract

In this paper, we study an extension of Riemann–Liouville fractional derivative for a class of Riemann integrable functions to Lebesgue measurable and integrable functions. Then we used this extension for the approximate solution of a particular fractional partial differential equation (FPDE) problems (linear space-time fractional order diffusion problems). To solve this problem, we reduce it approximately to a discrete optimization problem. Then, by using partition of measurable subsets of the domain of the original problem, we obtain some approximating solutions for it which are represented with acceptable accuracy. Indeed, by obtaining the suboptimal solutions of this optimization problem, we obtain the approximate solutions of the original problem. We show the efficiency of our approach by solving some numerical examples.
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1 Introduction

Fractional calculus is a generalization of classical calculus, which introduces derivatives and integrals of fractional order. Major reviews on the concepts and history of fractional calculus can be found in the book of [21].

Fractional differential equations (FDEs) have been found useful and applicable in science and engineering, such as physics, control theory, biology, finance, biomechanics, and electrochemical processes (see [1, 27] for more details). Most of these FDEs do not have analytic solutions; so there are some papers dealing with their numerical solutions, for example, predictor-corrector method [28], the Adomian decomposition [18], and the variational iteration method [19]. Podlubny in [22, 23] used the matrix expression to unify the formula, where the fractional derivatives are derived from a finite difference. Liu also did some interesting works on the numerical approach for the fractional differential equations in [17, 25] and a method based on collocation using spline functions given by [4].

On the other side, different models using FPDEs have been proposed in [3, 10], and there has been significant interest in developing numerical schemes for their solution. The great difficulty to obtain the numerical solutions of such problems is their solutions, which often are represented in terms of Mittag–Leffler functions, where these functions are in the form of series and their computation is not so easy. One method for solving the FPDE is pursued in the recent paper of [11]. They transformed this partial differential equation into a system of ordinary differential equations, which is then solved by using backward differentiation formulas. In another very recent paper, [26] proposed a finite difference method for the fractional diffusion-wave equation. [15] considered an implicit numerical scheme for fractional diffusion equation. The authors of [8] proposed a method for the solution of time fractional order partial differential equations by converting it into a nonlinear programming problem. [10] constructed an efficient spectral method for the numerical approximation of the space-time fractional diffusion equations, and [3] developed a finite element method for the time fractional Fokker–Planck equation. We refer the interested readers to see [12] for more information.

Based on the above review, we observe that the numerical methods for the FPDEs are abundant and when the function is only integrable are very limited. As far as we searched the related literature there were no reports on similar results as we are investigating in this paper. In this work we focus on a novel applicable approach with a better computational cost based on optimization problem. We consider a class of fractional convection-diffusion equations with measurable (or Lebesgue integrable) functions on the real line \( \mathbb{R} \) and obtain a numerical approximation for the Riemann–Liouville derivative of Lebesgue measurable functions. Using the approximated functions whenever needed by a joint application of minimization the total error, we transform the original FPDE into a discrete optimization problem. By ob-
taining the optimal solutions of this problem, we obtain the approximate solution of the original problem. The results are more accurate and more useful than the ones introduced in [6] and should be very interesting for applications in sciences and engineering.

The discussion in the rest of paper will be as follows: in the next section, we introduce several definitions for different types of fractional derivatives of Lebesgue (or Riemann) integrable functions and the notation used in the numerical approximation for FPDE. The case with the FPDEs is displayed in section 3. Furthermore, in this section, we design an efficient approach to approximate the Riemann–Liouville fractional derivative and use it in our numerical approach. Finally, we will give some numerical examples in Section 4. Conclusions are included in the last section.

2 Preliminaries

First of all, let us introduce the properties of measurable functions.

2.1 Riemann–Liouville fractional extension to Lebesgue integral

Assume that $(X, M, \mu)$ is a fix measure space [6].

Definition 1. If $(X, M)$ is a measurable space and $A \subset X$, then the characteristic function $\chi_A$ of $A$ is defined by:

$$\chi_A(t) = \begin{cases} 1, & t \in A, \\ 0, & t \not\in A. \end{cases}$$

It is easily checked that $\chi_A$ is measurable if and only if $A \in M$. A simple function on $X$ is a finite linear combination, with complex coefficients, of characteristic functions of sets in $M$. Equivalently, $u : X \to \mathbb{C}$ is simple function if $f$ is measurable and the range $f$ is a finite subset of $\mathbb{C}$. Indeed, we have

$$u = \sum_{i=1}^{n} \gamma_i \chi_{A_i},$$

where $A_i = u^{-1}(\gamma_i), \ 1 \leq i \leq n$, and range($u$)=$\{\gamma_1, \gamma_2, \ldots, \gamma_n\}$.

Theorem 1. If $u : X \to [0, \infty)$ is measurable, there is a monotone increasing sequence $\{u_n\}$ of simple functions such that $0 \leq u_1 \leq u_2 \leq \cdots \leq u$, $u_n \to u$ pointwise, and $u_n \to u$ uniformly on any set on which $u$ is bounded.
Theorem 2. Let $u_n : X \to [0, \infty)$ be an increasing sequence of measurable functions on $X$ and for a.e $x \in X$, $u(x) = \lim_{n \to \infty} u_n(x)$. Then:

$$\int_X u = \lim_{n \to \infty} \int_X u_n.$$ 

Proof. See p. 76 of [24].

Theorem 3. If $u_n : X \to [0, \infty)$ is a finite or infinite sequence of measurable functions on $X$ and $u(x) = \sum_n u_n(x)$ for a.e $x \in X$, then $\int_X u = \sum_n \int_X u_n$.

Proof. See p. 51 of [6].

In the special case when the $\mu$ is Lebesgue measure on $\mathbb{R}$, the integral, which we have developed, is called the Lebesgue integral. At this point it is appropriate to study the relation between the Lebesgue integrals and the Riemann integrals on $\mathbb{R}$.

Theorem 4. Let $u$ be a bounded real-valued function on $[a, b]$.

(a) If $u$ is Riemann integrable, then $u$ is Lebesgue measurable and $\int_a^b u = \int_{[a,b]} u$.

(b) $u$ is Riemann integrable if and only if \(\{ x \in [a,b] : u \text{ is discontinuous at } x \}\) has Lebesgue measure zero.

Proof. For more details of this theorem, see p. 57 of [6].

We shall generally use the notation $\int_a^b u(t)dt$ for Lebesgue integrals. Now, to compute the Lebesgue integral of $u$, we define the following partition on $[0,1]$.

Definition 2. We define the regular partition $P_n$ on $[0,1]$ by:

$$P_n = \{0 = \delta_0, \delta_1, \ldots, \delta_n = 1\},$$

where $\delta_0 < \delta_1 < \cdots < \delta_n$. Here, according to the regularization of the partitions for each $i = 0, 1, \ldots, n$, we have $\delta_i = \frac{i}{n}$ and the partition norm is defined as:

$$\|P_n\|_{\infty} = \max_i \left\{ |\delta_i - \delta_{i-1}| \right\} = \frac{1}{n}.$$

In the following, we introduce the definitions of fractional integral and derivatives of Lebesgue measurable and integrable functions that can be seen as a generalization of the classical derivative.
2.2 Fractional calculus

There are several different ways to define the fractional derivatives, and the most commonly used fractional derivatives are the Grunwald–Letnikov derivative, the Riemann Liouville derivative, and the Caputo derivative. For the definitions of fractional derivatives and some of their applications, see [14].

Let \([a, b] \in \mathbb{R}\). We will denote the space of all measurable and Lebesgue integrable real functions defined on \([a, b]\) by \(L^1_{1}[a, b]\); that is,

\[
L^1_{1}[a, b] = \{ u : \|u\|_{L^1_{1}[a, b]} = \int_a^b |u(t)|dt < \infty \},
\]

and the space of all measurable and essential bounded real functions defined on \([a, b]\) is denoted by \(L^\infty_{1}[a, b]\).

**Definition 3.** [13]. The fractional integral operator of order \(\alpha > 0\) of a function \(u(.) \in L^1([a, b], \mathbb{R}^n)\), is defined as:

\[
a^D u(t) = \frac{1}{\Gamma(\alpha)} \int_a^t (t - \tau)^{\alpha - 1} u(\tau)d\tau,
\]

where \(\Gamma\) is the classical gamma function and the integral of (2) exists and is in the sense of Riemann integral.

We may claim that the fractional integral (2) is a linear operator on the space of Lebesgue measurable functions; that is, if \(f, g \in L^1_{1}[a, b]\) and \(C\) is a constant, then:

\[
a^D(Cf + g) = C a^D f + a^D g.
\]

**Proposition 1.** The fractional integral operator \(a^D\), \(0 < \alpha < 1\), is bounded or equivalently continuous in \(L^1_{1}[a, b]\):

\[
\| a^D(u) \|_{L^1_{1}[a, b]} \leq P_{\alpha}\|u\|_{L^1_{1}[a, b]}, \quad P_{\alpha} = \frac{(b - a)^{\alpha}}{\Gamma(\alpha + 1)}.
\]

**Proof.** See its proof in [13].

**Definition 4.** Let \(u(.) \in L^1_{1}[a, b]\). The Riemann–Liouville fractional derivative (RLFD) of order \(\alpha > 0\) is defined as:

\[
a^D u(t) = \frac{d^m}{dt^m} a^{D^{m-\alpha}} u(t) = \frac{1}{\Gamma(m - \alpha)} \frac{d^m}{dt^m} \int_a^t (t - \tau)^{m-\alpha - 1} u(\tau)d\tau,
\]

where \(m - 1 < \alpha \leq m\) and \(m \in \mathbb{N}\).

The above fractional derivative is equal to the fractional derivative of Riemann-integrable functions just on the compact subsets of \(\mathbb{R}\). On the other hand, there are some functions that are only measurable and not Riemann integrable...
integrable but its derivations compute from (2). In this case, consider the following function:

\[
f(t) = \begin{cases} 
1, & t \in \mathbb{Q} \cap [0, 1], \\
-1, & t \in \mathbb{Q}^c \cap [0, 1].
\end{cases}
\]  

(4)

We know that \( f(.) \) is not Riemann integrable function but its Lebesgue integrable. Now, we want to compute the fractional derivative of \( f(.) \), for \( 0 < \alpha < 1 \), as follows:

\[
0D_t^\alpha f(t) = \frac{1}{\Gamma(1-\alpha)} \frac{d}{dt} \int_0^t (t-\tau)^{-\alpha} f(\tau) d\tau \\
= \frac{1}{\Gamma(1-\alpha)} \frac{d}{dt} \left\{ \int_{\mathbb{Q}\cap[0,t]} (t-\tau)^{-\alpha} d\tau - \int_{\mathbb{Q}^c\cap[0,t]} (t-\tau)^{-\alpha} d\tau \right\}.
\]

As, \( m([0,t]) = m([0,t] \cap \mathbb{Q}) + m([0,t] \cap \mathbb{Q}^c) = t \), we will have

\[
0D_t^\alpha f(t) = \frac{-1}{\Gamma(1-\alpha)} \frac{d}{dt} \int_{\mathbb{Q}^c\cap[0,t]} (t-\tau)^{-\alpha} d\tau.
\]

According to Theorem 4, the above statement is equivalent to Riemann integral and the result of this computation has been shown in Figure 1 for \( \alpha = 0.5, 0.8, 0.9, 0.95 \).

![GFD](image)

Figure 1: Fractional derivative of function (4) with different values of \( \alpha \).
The following theorem help us to apply a fractional integral over a fractional derivative.

**Theorem 5.** Let $\alpha > 0$.

1. $aD_t^n aD_t^\alpha u(t) = aD_t^{n+\alpha} u(t)$, $n \in \mathbb{N}$, where $\mathbb{N}$ is the set of natural numbers.

2. The equality $aD_t^n aI_t^\alpha u(t) = u(t)$ holds for every $u(.) \in L_1(0, 1)$.

3. For $u(.) \in L_1(0, 1)$, $n = [\alpha] + 1$, if $aI_t^{n-\alpha} u \in AC^{n-1}[0, 1]$, then
   \[
   aI_t^n aD_t^\alpha u(t) = u(t) - \sum_{k=0}^{n-1} \frac{(t-a)^{\alpha-k-1}}{\Gamma(\alpha-k)} \left( \frac{d^{n-k-1} aI_t^{\alpha-n} u}{dt^{n-k-1}} (a) \right),
   \]
   in which $AC[a, b]$ denotes the space of absolutely continuous real functions on $[a, b]$, and
   \[
   AC^n[a, b] = \left\{ u : [a, b] \to \mathbb{R} : \frac{d^{n-1} u(t)}{dt^{n-1}} \in AC[a, b] \right\}.
   \]
   In particular, if $0 < \alpha \leq 1$ and $aD_t^\alpha u(t) \in L_1[a, b]$, then
   \[
   aI_t^n aD_t^\alpha u(t) = u(t) - \frac{(t-a)^{n-1}}{\Gamma(n)} \left( aI_t^{n-\alpha} u(a) \right).
   \]

**Proof.** See pp. 241–256 of [13].

Now, we introduce the definitions of Caputo fractional derivative as follows.

**Definition 5.** [13]. Let $\alpha > 0$, $n = [\alpha]$, and $u \in AC^n[a, b]$. The Caputo derivative of order $\alpha > 0$ is defined as

\[
C_a D_t^\alpha u(t) = aI_t^{n-\alpha} \frac{d^n}{dt^n} u(t) = \frac{1}{\Gamma(n-\alpha)} \int_a^t (t-\tau)^{n-\alpha-1} \frac{d^n u(\tau)}{d\tau^n} d\tau.
\]

In the space of the functions belonging to $AC^n[a, b]$ the following relation between Riemann–Liouville and Caputo derivative holds [4].

**Theorem 6.** For $u \in AC^n[a, b]$, $n = [\alpha]$, the Riemann–Liouville derivative of order $\alpha$ of $u$ exists almost everywhere and it can be written as

\[
aD_t^\alpha u(t) = C_a D_t^\alpha u(t) + \sum_{k=0}^{n-1} \frac{(x-a)^{k-\alpha}}{\Gamma(k-\alpha+1)} u^{(k)}(a).
\]

In order to simplify our discussion, throughout this paper, we will consider the Riemann–Liouville definition, since most useful tools have been
established by using the Riemann–Liouville definition. It is worthwhile to note, by virtue of (\ref{eq:5}), that for the homogeneous condition considered here the Riemann–Liouville definition coincides with the Caputo version.

3 Numerical approximation of FPDEs

Consider the space-time fractional convection-diffusion equation in one dimension as follows:

$$\frac{\partial^\alpha u(x, t)}{\partial t^\alpha} - \frac{\partial^\beta u(x, t)}{\partial x^\beta} = f(x, t), \quad x, t \in [0, 1], \alpha \in (0, 1], \beta \in (1, 2], \quad (6)$$

subject to the following initial and boundary conditions:

$$u(x, 0) = g(x), \quad x \in [0, 1], \quad (7)$$

$$u(0, t) = u(1, t) = 0, \quad t \in [0, 1], \quad (8)$$

where \( g \) is given a smooth function and \( f \) is a measurable function on \([0, 1]\). Here, \( \frac{\partial^\alpha}{\partial t^\alpha} \) is defined as the RLFD of order \( \alpha \) and for all \( x \in [0, 1] \) it is given by:

$$\frac{\partial^\alpha}{\partial t^\alpha} u(x, t) = \frac{1}{\Gamma(1 - \alpha)} \frac{d}{dt} \int_0^t u(x, s)(t - s)^{-\alpha} ds \quad t \in [0, 1], \quad (9)$$

and for all \( t \in [0, 1] \), \( \frac{\partial^\beta}{\partial x^\beta} \) is the RLFD of order \( \beta \) that is given by:

$$\frac{\partial^\beta}{\partial x^\beta} u(x, t) = \frac{1}{\Gamma(2 - \beta)} \frac{d^2}{dx^2} \int_0^x u(\xi, t)(x - \xi)^{1-\beta} d\xi \quad x \in [0, 1]. \quad (10)$$

Now, we assume that the integrals in equations (11) and (13) are well-defined. Also, suppose that the function \( u \) satisfies the Carathéodory conditions with respect to \( L_1[0, 1] \), which means, a non-negative measurable function is positive on a set of positive measure or, equivalently, the following conditions hold:

\begin{enumerate}
  \item \((C_1)\) For each \( x \in [0, 1] \), the mapping \( t \mapsto u(x, t) \) is Riemann integrable.
  \item \((C_2)\) For a.e \( t \in [0, 1] \), the mapping \( x \mapsto u(x, t) \) is continuous on \([0, 1]\).
  \item \((C_3)\) Let \( u(x, t) : [0, 1] \times [0, 1] \to [0, \infty) \) be a bounded function a.e on \( L_1[0, 1] \).
\end{enumerate}

A standard assumption of continuity of the inhomogeneous term can be replaced with that of satisfying the Carathéodory conditions with respect to \( L_1[0, 1] \).

With specific \( \alpha \) and \( \beta \) in equation (11), when \( \alpha = 1 \) and \( \beta = 2 \), we have the following classical diffusion equation:
In fact the time derivative and space derivative of integer order in (11) can be obtained by taking the limit \( \alpha \to 1^- \) in (9) and \( \beta \to 2^- \) in (10).

In the following, we present a numerical approximation for the Riemann–Liouville derivative of Lebesgue measurable functions such that these operators simplify to the classical RLFI, and Riemann–Liouville fractional derivatives (RLFD) and also the numerical method that gives an approximate solution to the fractional convection-diffusion equations with measurable (or Lebesgue integrable) functions on real line \( \mathbb{R} \), studied in this paper.

In the analysis of the numerical approach that follows, we will assume that this space-time fractional convection diffusion equation has a unique and sufficiently smooth solution. To establish the numerical approximation, and in order to simplify the notation, we consider

\[
Y^{x,u}_\alpha(t) = \int_0^t u(x, s)(t-s)^{-\alpha} ds, \quad 0 < \alpha < 1.
\]

(12)

\[
\Lambda^{t,u}_\beta(x) = \int_0^x u(\xi, t)(x-\xi)^{1-\beta} d\xi, \quad 1 < \beta < 2.
\]

(13)

Let \( t_n = n\Delta t, \ n = 0, 1, \ldots, K \), where \( \Delta t := \frac{1}{K} \) is the regular partition of time interval and \( x_j = j\Delta x, \ j = 0, 1, \ldots, N \) and \( \Delta x := \frac{1}{N} \) is the regular partition of space interval and \( K \) and \( N \) are two positive natural numbers.

To motivate the construction of the scheme, we now define two operators that will be focus on them. We use the following approximation at \( t_n \) for all \( 0 \leq n \leq K \),

\[
\left( \frac{d}{dt} Y^{x,u}_\alpha(t_n) \right) \simeq \frac{1}{\Delta t} \left[ Y^{x,u}_\alpha(t_n) - Y^{x,u}_\alpha(t_{n-1}) \right],
\]

(14)

and the following approximation at \( x_j \), for all \( 0 \leq j \leq N \),

\[
\left( \frac{d^2}{dx^2} \Lambda^{t,u}_\beta(x_j) \right) \simeq \frac{1}{\Delta x^2} \left[ \Lambda^{t,u}_\beta(x_{j-1}) - 2\Lambda^{t,u}_\beta(x_j) + \Lambda^{t,u}_\beta(x_{j+1}) \right].
\]

(15)

For each \( t_n \) and \( x_j \), respectively, we need to calculate \( Y^{x,u}_\alpha(t_n) \) and \( \Lambda^{t,u}_\beta(x_j) \). So, first, we compute (12) by approximating \( u(x, s) \) at the fixed constant \( x \) by simple functions. Therefore, for each \( s \in [0, 1] \), we define \( U(x, s) \) as an approximation of \( u(x, s) \) at the fixed constant \( x \), such that

\[
U(x, s) = \sum_{i=1}^K u(x, t_i) \chi_{A_i}(s),
\]

(16)

in which \( A_i \) is a sequence of disjoint sets in \([0, 1]\) and \( t_i = \frac{i}{K}, \ i = 1, 2, \ldots, K \).

Now, we prove the uniformly convergence theorem of our approach.
Theorem 7. Let \( u(x,t) \) satisfy conditions \((C_1) - (C_3)\), and let \( U(x,t) \) be defined in \((14)\) for the fixed constant \( x \). If \( K \) tends to infinity, then \( U(x,t) \) tends to \( u(x,t) \) uniformly on \([0, 1]\).

Proof. The proof is obtained from Theorem 1. \( \square \)

This theorem means where we choose \( K \) as a sufficiently big number, closeness \( U(x,t) \) to \( u(x,t) \), at the fixed constant \( x \), is independent of \( t \in [0, 1] \).

So, by using the approximation \((14)\) for \( u(x,s) \) and suppose that \( s \in [0, t_n] \), we will have

\[
I_\alpha(t_n) = \int_0^{t_n} \sum_{i=1}^n u(x, t_i) \chi_{A_i}(s)(t_n - s)^{-\alpha} ds,
\]

that is an approximation to \( \mathcal{T}^{x,u}_\alpha(t_n) \). So,

\[
I_\alpha(t_n) = \sum_{i=1}^n u(x, t_i) \int_0^{t_n} (t_n - s)^{-\alpha} \chi_{A_i}(s) ds = \sum_{i=1}^n u(x, t_i) \int_{[0,t_n] \cap A_i} (t_n - s)^{-\alpha} ds.
\]

We denote \([0, t_n] \cap A_i\) with \( A_{i,n} \), and note that every bounded Riemann integrable function defined on a bounded interval is Lebesgue integrable and the two integrals are the same (Theorem 4). Then we have

\[
I_\alpha(t_n) = \frac{1}{1 - \alpha} \sum_{i=1}^n u(x, t_i) \left[ -(t_n - s)^{1 - \alpha} \right]_{A_{i,n}} = \frac{1}{1 - \alpha} \sum_{i=1}^n u(x, t_i) W^{(\alpha)}_{i,n},
\]

where

\[
W^{(\alpha)}_{i,n} = \left[ -(t_n - s)^{1 - \alpha} \right]_{A_{i,n}}
\]

and \( t_i = \frac{i}{K} \) for \( i = 1, 2, \ldots, n \).

Finally an approximation for \((14)\) is given by \( \frac{1}{\Delta t} [I_\alpha(t_n) - I_\alpha(t_{n-1})] \); that is,

\[
\left( \frac{d}{dt} \mathcal{T}^{x,u}_\alpha \right)(t_n) \simeq \frac{1}{(1 - \alpha)\Delta t} \sum_{i=1}^n u(x, t_i) \left( W^{(\alpha)}_{i,n} - W^{(\alpha)}_{i,n-1} \right).
\]

Denote \( U_j^n \) as an approximation to the value \( u(x_j, t_n) \) on grid point \( (x_j, t_n) \). Then we take the following approximation for time fractional derivative \((9)\) appeared in problem \((6)\) for the fixed instant \( x_j = j\Delta x \in [0, 1] \),

\[
\delta^\alpha_t U_j^n = \begin{cases} 
\left( \frac{\Delta t}{\Gamma(2 - \alpha)} \right)^{-\alpha} \sum_{i=1}^n u(x_j, t_i) q^{(\alpha)}_{i,n}, & 0 < \alpha < 1, \\
\frac{u(x_j, t_n) - u(x_j, t_{n-1})}{\Delta t}, & \alpha = 1,
\end{cases}
\]

in which \( q^{(\alpha)}_{i,n} = W^{(\alpha)}_{i,n} - W^{(\alpha)}_{i,n-1} \), and then we have
\[ q_{i,n}^{(n)} = \begin{cases} (n - i - 1)^{1-\alpha} - 2(n - i)^{1-\alpha} + (n - i + 1)^{1-\alpha}, & i \leq n - 1, \\ 1, & i = n. \end{cases} \]  

Incidentally, we find that \(|q_{i,n}^{(n)}|\) are bounded for all \(\alpha \in [0,1]\) and all \(i \geq 1\), as proven in the following Lemma.

**Lemma 1.** For all \(\alpha \in (0,1]\) and all \(i \geq 1\), it holds \(|q_{i,n}^{(n)}| \leq c\), where \(c\) is dependent on \(n\) and \(\alpha\).

**Proof.** First, for \(\alpha = 1\) a direct calculation shows that \(q_{i,n}^{(n)}\) is a constant, for all \(i \geq 1\). Now we prove the lemma for \(\alpha \in (0,1]\). It can be verified that

\[ A_{i,n-1} \subset A_{i,n} \subseteq [0,t_n] \implies m(A_{i,n-1}) < m(A_{i,n}) \leq t_n. \]

In addition, it is well known that if \(A \subseteq B\) and \(f\) is a measurable function on \(A\) and \(B\), then \(\int_A f \leq \int_B f\), and by consequence, we have

\[ 0 \leq W_{i,n-1}^{(n)} \leq W_{i,n}^{(n)} \leq t_n^{2-\alpha}. \]

So the proof is completed. \(\square\)

**Lemma 2.** Let \(U(t) = \sum_{i=1}^{K} u(t_i)\chi_{A_i}(s)\), as explained in (14), be a sum of non-negative monotone increasing of simple functions that approximates the function \(u(t) \in L_1[0,1]\). Then \(\delta^\alpha_t(U(t))\), which is achieved by (15), tends to \(D^\alpha_0 u(t)\) as \(K\) tends to infinity.

**Proof.** Using Lemma 1, and taking into account the fact that the phrase \((t-s)^{-\alpha}, 0 < \alpha < 1\), is a continuous and integrable function and \(\chi_{A_i}(s)\) is a measurable function on \([0,t]\), and then according to the convergence theorems of measurable functions (see Theorem 2 and Theorem 7 of this paper), the proof is obvious. \(\square\)

Similarly, we approximate \(u(\xi, t)\) at the fixed instant \(t\) by simple functions

\[ U(\xi, t) = \sum_{i=1}^{N} u(x_i, t)\chi_{B_i}(\xi), \]

where \(B_{i,j} = [0, x_j] \cap B_i, B_i = [i-\frac{1}{N}, \frac{i}{N}]\), and \(x_j = \frac{j}{N}\). Now, we can approximate the space fractional derivative (11) for the fixed instant \(t_n = n\Delta t \in [0,1]\) to form

\[ \delta^\beta U^n_j = \begin{cases} \frac{(\Delta x)^{-\beta}}{\Gamma(3-\beta)} \sum_{i=1}^{j+1} u(x_i, t_n)q_{i,j}^{(j)} \Delta x^2, & 1 < \beta < 2, \\ \frac{u(x_{j-1}, t_n) - 2u(x_j, t_n) + u(x_{j+1}, t_n)}{\Delta x^2}, & \beta = 2, \end{cases} \]
in which \( q^{(\beta)}_{i,j} = W_{i,j-1}^{(\beta)} - 2W_{i,j}^{(\beta)} + W_{i,j+1}^{(\beta)} \) and \( W_{i,j}^{(\beta)} = \left[-(x_j - s)^{2-\beta}\right]_{B_{i,j}} \), and we have
\[
q^{(\beta)}_{i,j} = \begin{cases}
  (j - i + 2)^{2-\beta} - 3(j - i + 1)^{2-\beta} + 3(j - i)^{2-\beta} - (j - i - 1)^{2-\beta}, & i \leq j - 1, \\
  -3 + 2^{2-\beta}, & i = j, \\
  1, & i = j + 1.
\end{cases}
\]

(22)

Now, for obtaining the solution of space-time fractional convection-diffusion equation \((6)-(8)\), we apply \((18)\) and \((21)\) to \((6)\) and reach the following numerical method,
\[
\delta^n_t U^n_j - \delta^n_x U^n_j = f(x_j, t_n),
\]
\[
U^0_j = g(x_j), U^N_0 = U^N_N = 0, \quad j = 1, \ldots, N, \quad n = 1, \ldots, K,
\]

(23) (24)

So, if \(u(x,t)\) is a solution of system \((1)-(8)\), equivalently it is a solution of system of equations \((23)-(24)\). Hence, we mention the following main theorem of this section.

**Theorem 8.** The truncation error for the numerical approximation \((23)-(24)\) is of order \(O(\Delta x)^{2-\beta} + O(\Delta t)^{1-\alpha}\).

**Proof.** Let \(u(x,t)\) be a solution to the fractional partial differential equation \((1)\) in which satisfies the conditions \((7)\) and \((8)\). Then we have
\[
\frac{\partial^\alpha}{\partial t^\alpha} u(x,t_n) = \frac{1}{\Gamma(1-\alpha)} \frac{d}{dt} \mathcal{Y}_\alpha^{x,u}(t_n)
\]
\[
= \frac{1}{\Gamma(1-\alpha)} \frac{1}{\Delta t} \left( \mathcal{Y}_\alpha^{x,u}(t_n) - \mathcal{Y}_\alpha^{x,u}(t_{n-1}) \right) + \epsilon_1(t_n),
\]

(25)

in which \(\epsilon_1(t_n) = O(\Delta t)\). Let us define the error \(E(t)\), such that,
\[
\mathcal{Y}_\alpha^{x,u}(t_n) - \mathcal{Y}_\alpha^{x,u}(t_{n-1}) = I_\alpha(t_n) - I_\alpha(t_{n-1}) + E_1(t).
\]

(26)

So, we have
\[
\frac{\partial^\alpha}{\partial t^\alpha} u(x,t_n) = \frac{1}{\Gamma(1-\alpha)} \frac{1}{\Delta t} \left( I_\alpha(t_n) - I_\alpha(t_{n-1}) \right) + \frac{1}{\Gamma(1-\alpha)} \frac{1}{\Delta t} E_1(t) + O(\Delta t).
\]

(27)

Now, by using Lemma \(1\) we have \(E_1(t) = O(\Delta t)^{2-\alpha}\). So it follows that:
\[
\frac{\partial^\alpha}{\partial t^\alpha} u(x,t_n) = \frac{1}{\Gamma(1-\alpha)} \frac{1}{\Delta t} \left( I_\alpha(t_n) - I_\alpha(t_{n-1}) \right) + \frac{1}{\Gamma(1-\alpha)} O(\Delta t)^{1-\alpha} + O(\Delta t).
\]
Therefore,
\[
\left( \frac{\partial^\alpha}{\partial t^\alpha} u \right)(x_j, t_n) = \delta_t^\alpha U_j^n + O(\Delta t)^{-\alpha}. \tag{28}
\]

Similarly, for the fractional derivative of order \( \beta \), we have
\[
\left( \frac{\partial^\beta}{\partial x^\beta} u \right)(x_j, t_n) = \delta_x^\beta U_j^n + O(\Delta x)^{-\beta}. \tag{29}
\]

Finally, by using the numerical method \((23) - (24)\), we will have
\[
\|U_j^n - u_j^n\|_\infty = O(\Delta t)^{-\alpha} + O(\Delta x)^{-\beta}, \tag{30}
\]
and the proof is completed.

In the remainder of this section, it will be shown that equations \((23) - (24)\) can be converted to an optimization problem. For this suggested approach we need the following theorem.

**Proposition 2.** If \( h : [a, b] \to [0, \infty) \) is a measurable function, the necessary and sufficient condition for \( \int_b^a h = 0 \) is that \( h \equiv 0 \) a.e., on \([a, b]\).

**Proof.** See p. 51 of [6].

So, according to Proposition 2, necessary and sufficient condition for \( u(x, t) \) to be a solution of system \((23) - (24)\) is that the optimal solution of the following problem is zero (see Theorem 1 of [1] for convergence):
\[
\min \int_0^1 \int_0^1 \left| \delta_t^\alpha U(x, t) - \delta_x^\beta U(x, t) - f(x, t) \right| dtdx. \tag{31}
\]

By trapezoidal method and using the ending point in any subinterval for approximating integrals and using approximations \((18)\) and \((21)\) for \((31)\), we obtain the following discretized problem:
\[
\min \frac{\Delta t \Delta x}{c} \sum_{j=1}^N \sum_{n=1}^K \left| \sum_{i=1}^a u(x_j, t_i) q^{(\alpha)}_{i,n} - b \sum_{i=1}^{j+1} u(x_i, t_n) q^{(\beta)}_{i,j} - cf(x_j, t_n) \right|, \tag{32}
\]
where \( a = (\Delta x)^\beta \Gamma(3 - \beta), \ b = (\Delta t)^\alpha \Gamma(2 - \alpha), \ c = ab, \) and \( q^{(\alpha)}_{i,n}, \ q^{(\beta)}_{i,j} \) are as before. Now, we convert the problem \((32)\) to a linear programming problem with the following change of variables (see Theorem 3 and Lemma 2 of [1] and [28] for more details):
\[
\min \frac{\Delta t \Delta x}{c} \sum_{n=1}^{N} \sum_{j=1}^{K} \left( r^n_j + e^n_j \right)
\]

\[
s.t. \quad a \sum_{i=1}^{n} u^n_i q_i^{(\alpha)} - b \sum_{i=1}^{j+1} u^n_i q_i^{(\beta)} - cf(x_j, t_n) = r^n_j - e^n_j
\]

\[
u^n_0 = g(x_j), \quad u^n_n = u^n_N = 0,
\]

\[
r^n_j, e^n_j \geq 0, j = 1, \ldots, N, \quad n = 1, \ldots, K.
\]

Finally, by obtaining the solution of problem (33), we recognize the value of unknown variables.

### 4 Numerical examples

In this section, we give some numerical examples and apply the presented approximation for solving them. These test problems demonstrate the validity and efficiency of this techniques.

**Example 1.** We compute \(0D^\alpha_t x(t)\), with \(\alpha = 0.5\), for \(x(t) = t^4\) by approximation (18).

The exact formulas of the derivatives are derived from

\[
0D^\alpha_t (t^s) = \frac{\Gamma(s + 1)}{\Gamma(s + 1 - 0.5)} t^{s-0.5},
\]

Figure 2 shows the results. Since the exact solution for this problem is known, we compute the approximation error by using the maximum norm for each \(K\). Assume that \(\bar{x}(t_n)\), \(n = 1, \ldots, K\), are the approximated values on the discrete time horizon \(t_1, \ldots, t_K\). Then the error is given by

\[
E = \max_n \left( |x(t_n) - \bar{x}(t_n)| \right).
\]

In the case of \(\alpha = 0.5\), with various choices of \(K\), the maximum absolute errors are computed by equation (34) and shown in Table II.

**Example 2.** Consider the following fractional differential problem:

\[
0D^\alpha_t x(t) = g(x(t), t),
\]

where \(0 < \alpha \leq 1\), \(x(0) = 0\) and \(g(x, t) = \frac{2}{\Gamma(3 - \alpha)} t^{2-\alpha} - \frac{1}{\Gamma(2 - \alpha)} t^{1-\alpha} - x(t) + t^2 - t\).
The exact solution of this equation is \( x(t) = t^2 - t \). We can rewrite the equation (35) as follows:

\[
\begin{align*}
0 & \ D^p_t x(t) - g(x(t), t) = 0. 
\end{align*}
\] (36)

Also, we have from equation (36) that

\[
\begin{align*}
0 & \ D^p_t x(t) - g(x(t), t) = 0. 
\end{align*}
\] (37)

By using again Proposition 4, we conclude that if \( x(t) \) is a solution of equation (37) with the initial condition \( x(0) = 0 \), equivalently it is a solution of the following optimization problem:

\[
\begin{align*}
\min & \ \int_0^1 |0 D^p_t x(t) - g(x(t), t)| dt. 
\end{align*}
\] (38)
Then by discretization the integral as before an using equation (18) for approximate of $0^{D_t^\alpha}x(t)$, we simplify obtained problem (38) as follows:

\[
\min_{x_i} \sum_{i=1}^{N} \sum_{k=1}^{K} \left( \frac{(\Delta t)^{1-\alpha}}{\Gamma(2-\alpha)} \right) \sum_{p=1}^{k} x_i(t_p)q_{p,k}^{(\alpha)}
\]

\[
- (\Delta t)^\alpha \left( \frac{2t_k^{2-\alpha}}{2-\alpha} - t_k^{1-\alpha} - \Gamma(2-\alpha)(x_i(t_k) - t_k^2 + t_k) \right),
\]

where $t_p$ and $q_{p,k}^{(\alpha)}$ are the same as before. Now, for solving the minimum problem (39), we can change it to a linear programming problem like (33). In Figures 3 and 4 we compare the exact solution with numerical approximation (39) for two different values of $K$, $N = 100$, and $\alpha = 0.5$.

![Figure 3: Analytic solution and numerical approximation (39) for Example 2 for $K = 40$](image)

Table 2 shows the exact solution and the approximate solution for equation (32) by using problem (39) for $K = N = 100$ and $\alpha = 0.5, 0.99$. The results compare well with those obtained in [20]. From numerical results we can indicate that the solution of FDE approaches to the solution of integer order differential equation, whenever $\alpha$ approaches to its integer value.

**Example 3.** We consider the space-time fractional diffusion equation (1) with the following initial and boundary conditions:

\[
\begin{align*}
  u(x,0) &= 0, \quad 0 < x < 1, \\
  u(0,t) &= u(1,t) = 0, \quad t \in [0,1],
\end{align*}
\]

where

\[
f(x,t) = \frac{2}{\Gamma(3-\alpha)}t^{2-\alpha}\sin(2\pi x) + 4\pi^2 t^2 \sin(2\pi x).
\]
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Figure 4: Analytic solution and numerical approximation \((39)\) for Example 2 for \(K = 100\)

Table 2: Numerical values for Example 2 when \(\alpha = 0.5, 0.99\)

<table>
<thead>
<tr>
<th>(t)</th>
<th>(x_{\text{approx}}(\alpha = 0.5))</th>
<th>(x_{\text{exact}})</th>
<th>(x_{\text{approx}}(\alpha = 0.99))</th>
<th>(x_{\text{exact}})</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
</tr>
<tr>
<td>0.1</td>
<td>-0.089978</td>
<td>-0.090000</td>
<td>-0.089586</td>
<td>-0.090000</td>
</tr>
<tr>
<td>0.2</td>
<td>-0.159889</td>
<td>-0.160000</td>
<td>-0.159688</td>
<td>-0.160000</td>
</tr>
<tr>
<td>0.3</td>
<td>-0.209891</td>
<td>-0.210000</td>
<td>-0.209707</td>
<td>-0.210000</td>
</tr>
<tr>
<td>0.4</td>
<td>-0.239974</td>
<td>-0.240000</td>
<td>-0.239787</td>
<td>-0.240000</td>
</tr>
<tr>
<td>0.5</td>
<td>-0.249896</td>
<td>-0.250000</td>
<td>-0.249738</td>
<td>-0.250000</td>
</tr>
<tr>
<td>0.6</td>
<td>-0.239998</td>
<td>-0.240000</td>
<td>-0.239795</td>
<td>-0.240000</td>
</tr>
<tr>
<td>0.7</td>
<td>-0.199879</td>
<td>-0.210000</td>
<td>-0.209830</td>
<td>-0.210000</td>
</tr>
<tr>
<td>0.8</td>
<td>-0.160109</td>
<td>-0.160000</td>
<td>-0.159897</td>
<td>-0.160000</td>
</tr>
<tr>
<td>0.9</td>
<td>-0.096390</td>
<td>-0.090000</td>
<td>-0.100983</td>
<td>-0.090000</td>
</tr>
</tbody>
</table>

The exact solution of this problem when \(\beta = 2\) is given by \(u(x, t) = t^2 \sin(2\pi x)\). The spatial and temporal meshes are taken uniform; that is, \(\Delta t = \frac{1}{K}, \Delta x = \frac{1}{N}\). From the Table \(8\) and Figures \(4\), \(5\), and \(7\), we get that the approximate analytical solution is consistent with the exact solution when \(\alpha \to 1, \beta \to 2\) and different values for \(K\) and \(N\). Therefore, the validity of our numerical methods is confirmed.

Now, consider the vector \(U(\Delta x) = (U_0, U_1, \ldots, U_N)\), where \(U_j\) is the approximate solution, for \(x_j = j\Delta x, j = 0, 1, \ldots, N\) at a certain time \(t\), and \(u(\Delta x) = (u(x_0, t), \ldots, u(x_N, t))\), where \(u\) is the exact solution. The absolute error is defined as follows:

\[
\|u(\Delta x) - U(\Delta x)\|_\infty = \max_{0 \leq j \leq N} |u(x_j, t) - U_j|,
\]

\[(40)\]
Table 3: Maximum absolute error (\(E_{\text{appr}}\)) for the numerical scheme of Example 3 at \(t = 1\) for different values of \(\alpha\) and \(\beta = 2\) with various choices of \(\Delta t\) and \(\Delta x\)

<table>
<thead>
<tr>
<th>(\Delta t)</th>
<th>(\Delta x)</th>
<th>(E_{\text{appr}})</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/5</td>
<td>1/5</td>
<td>0.00847</td>
</tr>
<tr>
<td>(\alpha = 0.5)</td>
<td>1/10</td>
<td>1/10</td>
</tr>
<tr>
<td></td>
<td>1/15</td>
<td>1/15</td>
</tr>
<tr>
<td></td>
<td>1/20</td>
<td>1/20</td>
</tr>
<tr>
<td>(\alpha = 0.9)</td>
<td>1/5</td>
<td>1/5</td>
</tr>
<tr>
<td></td>
<td>1/10</td>
<td>1/10</td>
</tr>
<tr>
<td></td>
<td>1/15</td>
<td>1/15</td>
</tr>
<tr>
<td></td>
<td>1/20</td>
<td>1/20</td>
</tr>
<tr>
<td>(\alpha = 0.95)</td>
<td>1/5</td>
<td>1/5</td>
</tr>
<tr>
<td></td>
<td>1/10</td>
<td>1/10</td>
</tr>
<tr>
<td></td>
<td>1/15</td>
<td>1/15</td>
</tr>
<tr>
<td></td>
<td>1/20</td>
<td>1/20</td>
</tr>
<tr>
<td>(\alpha = 0.98)</td>
<td>1/5</td>
<td>1/5</td>
</tr>
<tr>
<td></td>
<td>1/10</td>
<td>1/10</td>
</tr>
<tr>
<td></td>
<td>1/15</td>
<td>1/15</td>
</tr>
<tr>
<td></td>
<td>1/20</td>
<td>1/20</td>
</tr>
<tr>
<td>(\alpha = 0.99)</td>
<td>1/5</td>
<td>1/5</td>
</tr>
<tr>
<td></td>
<td>1/10</td>
<td>1/10</td>
</tr>
<tr>
<td></td>
<td>1/15</td>
<td>1/15</td>
</tr>
<tr>
<td></td>
<td>1/20</td>
<td>1/20</td>
</tr>
</tbody>
</table>

Figure 5: The evolution of \(u(x, t)\) for anomalous diffusion coefficients \(\alpha = 0.5, \beta = 2\) for Example 3
Figure 6: The evolution of \( u(x, t) \) for anomalous diffusion coefficients \( \alpha = 0.9, \beta = 2 \) for Example 3

Table 4 presents a comparison between the absolute error of our method and the method presented by Neville et al. (2011) in [7] with different space and time steps. It should be noted that our numerical results, quickly converging to the exact solution with a lower division, are more accurate than with the results obtained in [10].
Table 4: Comparison of absolute error for the numerical scheme of Example 3 at $\alpha = 0.5$ and $\beta = 2$ with various choices of $K$, $N$

<table>
<thead>
<tr>
<th>$K$</th>
<th>$N$</th>
<th>our method</th>
<th>$K$</th>
<th>$N$</th>
<th>estimated in [72]</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>5</td>
<td>0.000360</td>
<td>4</td>
<td>100</td>
<td>0.000926</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>0.000133</td>
<td>8</td>
<td>100</td>
<td>0.000337</td>
</tr>
<tr>
<td>15</td>
<td>15</td>
<td>5.12841 × 10$^{-6}$</td>
<td>16</td>
<td>100</td>
<td>0.000120</td>
</tr>
<tr>
<td>20</td>
<td>20</td>
<td>8.33727 × 10$^{-6}$</td>
<td>32</td>
<td>100</td>
<td>4.184925 × 10$^{-5}$</td>
</tr>
</tbody>
</table>

Example 4. we consider the following space-time fractional diffusion problem:

$$
\frac{\partial^\alpha u(x,t)}{\partial t^\alpha} - \frac{\Gamma(2.8) x}{2} \frac{\partial^2 u(x,t)}{\partial x^2} = q(x,t) - x^0.8 \frac{\partial u}{\partial x}, \quad (x,t) \in [0,1] \times [0,1] \tag{41}
$$

with the initial condition:

$$
u(x,0) = x^2(1-x), \quad x \in [0,1], \tag{42}$$

and the boundary condition:

$$u(0,t) = u(1,t) = 0, \quad t > 0, \tag{43}$$

where

$$q(x,t) = \frac{2x^2(1-x)^{\frac{1}{2}}}{\Gamma(2.2)} + 0.2x^{1.8}(1 + t^2).$$

The exact solution of to this FPDE for $\alpha = 0.8$ and $\beta = 1.5$ is given by $u(x,t) = x^2(1-x)(1 + t^2)$. Table 5 shows the absolute errors at time $t = 1$, between the analytical solution and the numerical solution obtained by applying the method discussed in this paper and the method presented in [30]. It should be noted that our results are very closely identical with other results.

Table 5: Comparison of absolute error for the numerical scheme of Example 4 for $\alpha = 0.8$ and $\beta = 1.5$ at $t = 1$ with various choices of $K$ and $N$

<table>
<thead>
<tr>
<th>$K$</th>
<th>$N$</th>
<th>our method</th>
<th>estimated in [30]</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>10</td>
<td>1.23 × 10$^{-3}$</td>
<td>1.26 × 10$^{-3}$</td>
</tr>
<tr>
<td>20</td>
<td>20</td>
<td>5.86 × 10$^{-4}$</td>
<td>6.74 × 10$^{-4}$</td>
</tr>
<tr>
<td>40</td>
<td>40</td>
<td>2.87 × 10$^{-4}$</td>
<td>3.48 × 10$^{-4}$</td>
</tr>
<tr>
<td>80</td>
<td>80</td>
<td>8.3 × 10$^{-5}$</td>
<td>8.6 × 10$^{-5}$</td>
</tr>
</tbody>
</table>
5 Conclusion

FDEs and FPDEs have caught considerable attentions due to their various applications. Since there is no systematic method to derive the exact solution of these equations, in this paper we partly solved a class of FPDE and obtained some approximating solution for it by provide an efficient approach based on measurable functions. For this purpose, at first, we present an approximation for the fractional derivatives of measurable functions. Then, by using this approximation and application of minimization the total error, we transform the original FPDE into a discrete optimization problem such that the optimal solutions of this problem is the approximate solution of the original problem. The suggested method represents a unifying approach for the solution of partial differential equations of fractional order.

From the numerical examples and the results that are compared with the exact solutions and with the other methods, it is shown that, as the number of discrete points, $K$ and $N$, in proposed approach of this paper was increased, the solutions converged to the exact solutions. In addition, as the value of $\alpha$ approaches one and $\beta$ approaches two, the numerical solutions for both the FDE and FPDE approach the analytical solutions for $\alpha = 1$ and $\beta = 2$. Since the proposed approximation of this paper is based on the minimization of total error, it is clear from the results that there is no difference between exact and approximate solution in point to point case.
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H. Mahdizadeh*

Abstract

In this paper a novel Godunov-type finite volume technique is presented for the solution of one-dimensional Euler equations. The numerical scheme defined herein is well-balanced and approximates the solution by propagating a set of jump discontinuities from each Riemann cell interface. The corresponding source terms are then treated within the flux-differencing of the finite volume computational cells. First, the capability of the numerical solver under gravitational source term is examined and the results are validated with reference solution and higher-order WENO scheme. Then, the well-balanced property of the scheme for the steady-state is tested and finally the proposed method is employed for the modeling small and large amplitude perturbation imposed to the polytropic atmosphere. It is found out that the defined well-balanced solver provides sensible prediction for all of the given test cases.

Keywords: Wave propagation algorithm, Flux wave formula, Riemann solver, Well-Balanced, Euler equations.

1. Introduction

The Euler equations with gravitational source terms have been extensively used in many scientific aspects such as aerospace, astrophysics, and shock tube problems. Prediction models should be able to capture sharp gradient shocks as well as rarefaction waves that appear within the solution in particular with existence of source terms. Generally, two different class of finite volume methods have been used to model Euler equations in recent
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years mainly reviewed by LeVeque [6, 7] and [11, 12]. The first method is upwind method, which basically uses the Godunov scheme. Despite the complexity of upwind schemes in particular in dealing with associated Jacobian matrix they provide very accurate results for the shock capturing problems [17, 18, 19].

The second approach is central schemes, which applies Lax-Friedrichs or Lax-Wendroff methods. However, they produce rather high diffusion, which eventually affects the methods stability unless a refined mesh is used [7].

Previously, significant attentions have been paid for the solution of the Euler equations with the gravitational source terms mostly based on the finite volume methods. LeVeque and Bale [8] have developed a quasi-state wave propagation algorithm for the solution of the Euler equations. In another work Botta et al. [2] defined a well-balanced finite-volume methods, which maintain certain class of steady states for the nearly hydrostatic flows. A well-balanced approach on the basis of the gas-kinetic scheme has been proposed by Luo et al. [10] for an isolated gravitational hydrodynamic system. Käppeli and Mishra [7] have introduced a second-order well-balanced finite volume scheme for the isentropic hydrostatic equilibrium. Chandrashekar and Klingenberg [3] implemented a well-balanced second-order Godunov-type finite volume method for the Euler equations with gravitation. More recently, Li and Xing designed a high-order well-balanced finite volume WENO (weighted essentially oscillatory) scheme for the Euler equations with gravitational field, which preserves both isothermal equilibrium and the polytropic hydrostatic balance state.

The main purpose of this work is to develop a version of Godunov-type wave propagation algorithm for the solution of one dimensional Euler equations. The proposed method extends the a modified flux-wave solution provided in [11, 12] for the shallow water equations (SWEs) to the one dimensional Euler equations. This approach is well-balanced and treats any source terms within the flux-differencing of the finite-volume computational cells. Additionally, the defined numerical scheme utilizes the advantage of combination both approximate and exact Riemann speeds, which enables the method to avoid non-negative pressure fields for the Euler equations. To the best of author’s knowledge no development of the modified flux-wave approach defined in [11, 12] is used for the solution of the one dimensional Euler equations with gravitational source term. The rest of this paper is organized as follows: In the next section the mathematical equations for the one dimensional Euler equations consisting of gravitational source terms are provided. Then in the second section, the wave propagation algorithm with both first-order and high-resolution accurate terms is expressed. In the third section, the flux-wave formula comprising different choice of wave speeds for the one dimensional Euler equations is described. Fourth section states the validation of the introduced numerical method with the reference solutions and other numerical results available in literature. Finally, the paper ends with the summary of numerical results and conclusions of findings.
2. Governing equations

The one dimensional Euler equations including source terms can take the conservation law form as

$$U_t + F(U)_x = S,$$

$$U = \begin{bmatrix} \rho \\ \rho u \\ \frac{\rho u^2 + P}{E + P} \end{bmatrix}, \quad F(U) = \begin{bmatrix} \rho u \\ \rho u^2 + P \\ \left(\frac{E + P}{\gamma - 1}\right) u \end{bmatrix}, \quad S = \begin{bmatrix} 0 \\ -\rho \phi_x \\ -\rho u \phi_x \end{bmatrix},$$

where $U$ is the vector of unknowns, $F(U)$ is the flux-term, $S$ shows corresponding source term, $\rho$ is density, $u$ denotes the particle velocity, $P$ is pressure, $\phi$ is an time independent gravitational potential, and finally $E$ is the total energy, which can be obtained as

$$E = \frac{P}{\gamma - 1} + \frac{1}{2} \rho u^2,$$

where $\gamma$ represents the ratio of specific heat. The relevant eigenvalues and eigenvectors for the defined system of equations are expressed as

$$\lambda_1 = u - c, \quad \lambda_2 = u, \quad \lambda_3 = u + c.$$

$$r_1 = \begin{bmatrix} 1 \\ u - c \\ \zeta - uc \end{bmatrix}, \quad r_2 = \begin{bmatrix} 1 \\ u \\ u^2/2 \end{bmatrix}, \quad r_3 = \begin{bmatrix} 1 \\ u + c \\ \zeta + uc \end{bmatrix},$$

where in the above equations $c$ and $\zeta$ are called sound speed and the total specific enthalphy, respectively, which can be computed as

$$c = \sqrt{\frac{\gamma P}{\rho}}, \quad \zeta = \frac{E + P}{\rho}.$$

In order to solve the above system of equation the wave propagation algorithm described in the next section is used.

3. Wave propagation algorithm

The one dimensional Godunov-type wave propagation algorithm can be given as [17]

$$U^{n+1} = U^n - \frac{\Delta t}{\Delta x} \left( A^+ \Delta U_{i-1/2} + A^- \Delta U_{i+1/2} \right) - \frac{\Delta t}{\Delta x} \left( \tilde{F}^n_{i+1/2} - \tilde{F}^n_{i-1/2} \right),$$
where $U^{n+1}$ is the vector of unknowns at the next time step, $A^+ \Delta U_{i-1/2}$ and $A^- \Delta U_{i+1/2}$ provide the right- and left-going fluctuations, and finally $F^n_{i\pm 1}$ shows the second-order correction terms required to obtain high-resolution scheme, which can be used with different choice of limiters. If $F = 0$, the first-order Godunov-type wave propagation algorithm is achieved. The right and left-going fluctuations are then computed, using the following formulations

$$
A^+ \Delta U_{i-1/2} = \sum_{k: \lambda_{i-1/2} > 0} \xi_{k,i-1/2}, \quad A^- \Delta U_{i+1/2} = \sum_{k: \lambda_{i+1/2} < 0} \xi_{k,i+1/2},
$$

where $\xi_{k,i-1/2}$ is called the $k$th flux-wave propagating from cell interface $i - 1/2$ and can be obtained by multiplying particular coefficients into its corresponding eigenvector, say,

$$
\xi_{k,i-1/2} = \beta_{k,i-1/2} r_{k,i-1/2}.
$$

### 4. Flux-wave formula

The flux-wave approach has been first introduced by [1] for the acoustic problem. This approach has been later modified by Mahdizadeh et al. [11,12] for the SWEs with modeling wet/dry front abilities. In this section this modified version of flux-wave approach is extended for the solution of one dimensional Euler equations with gravitational source term. The original flux-wave formula including the treatment of source term can take the form [3]

$$
F(U_i) - F(U_{i-1}) - S_{i-1/2} \Delta x = \sum_{k=1}^{M_w} \xi_{k,i-1/2},
$$

where $F(U_i)$ and $F(U_{i-1})$ are the fluxes at the left and right side of cell interface $i - 1/2$ and $M_w$ denotes the number of waves, which for the prescribed Euler equations is equal to three and $\Delta x$ implies finite-volume cell length. To expand the flux-wave approach for the one dimensional Euler equations it is only required that the differences between neighboring fluxes minus the source terms is equalized with the summation of the relevant fluxes. This can be accomplished as
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$$
\begin{bmatrix}
\rho_i \tilde{u}_i \\
\rho_i \tilde{u}_i + P_i \\
(E_i + P_i) \tilde{u}_i
\end{bmatrix}
- \begin{bmatrix}
\rho_{i-1} \tilde{u}_{i-1} \\
\rho_{i-1} \tilde{u}_{i-1}^2 + P_{i-1} \\
(E_{i-1} + P_{i-1}) \tilde{u}_{i-1}
\end{bmatrix}
- \Delta x \begin{bmatrix}
0 \\
-\rho_i (\phi_{i+1} - \phi_i)/\Delta x \\
-\rho_i u_i (\phi_{i+1} - \phi_i)/\Delta x
\end{bmatrix}
$$
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\[
= \beta_1 \begin{bmatrix} 1 \\
\tilde{u}_i - \tilde{c}_i \end{bmatrix} + \beta_2 \begin{bmatrix} 1 \\
\tilde{u}_i \end{bmatrix} + \beta_3 \begin{bmatrix} 1 \\
\tilde{c}_i + \tilde{u}_i c_i \end{bmatrix},
\]

where \(\tilde{u}\) and \(\tilde{c}\) are the velocity and total specific enthalpy again, which can be obtained through the combination of exact and approximate Riemann wave speeds fully explained in [11], where the approximate Riemann solver utilized herein is based upon the Roe solver [14]. For the Euler equations the approximate velocity and total specific enthalphy can be given as

\[
\tilde{u} = \frac{\sqrt{\rho_{i-1} u_{i-1} + \sqrt{\rho_i u_i}}}{\sqrt{\rho_{i-1} + \sqrt{\rho_i}}}, \quad \tilde{c} = \frac{\sqrt{\rho_{i-1} \tilde{c}_{i-1} + \sqrt{\rho_i} \tilde{c}_i}}{\sqrt{\rho_{i-1} + \sqrt{\rho_i}}},
\]

and the sound speed \(\tilde{c}_i\) can take the form

\[
\tilde{c}_i = \sqrt{(\gamma - 1)(\tilde{c}_i - 1/2 \tilde{u}_i^2}).
\]

The systems mentioned in equation (1) can be rewritten as

\[
\begin{bmatrix} 1 & 1 & 1 \\
\tilde{u}_i - \tilde{c}_i & \tilde{u}_i \tilde{c}_i & \tilde{u}_i \tilde{c}_i \\
\tilde{c}_i - \tilde{u}_i c_i & \tilde{u}_i^2 / 2 & \tilde{u}_i + \tilde{c}_i \end{bmatrix} \begin{bmatrix} \beta_1 \\
\beta_2 \\
\beta_3 \end{bmatrix} = \begin{bmatrix} \delta_1 \\
\delta_2 \\
\delta_3 \end{bmatrix},
\]

where \(\delta_1, \delta_2,\) and \(\delta_3\) are

\[
\begin{bmatrix} \delta_1 \\
\delta_2 \\
\delta_3 \end{bmatrix} = \begin{bmatrix} \rho_i \tilde{u}_i - \rho_{i-1} \tilde{u}_{i-1} \\
(\rho_i \tilde{u}_i + P_i - (\rho_{i-1} \tilde{u}_{i-1}^2 + P_{i-1}) + \rho_i (\phi_{i+1} - \phi_i) \\
(E_i + P_i) \tilde{u}_i - (E_{i-1} + P_{i-1}) \tilde{u}_{i-1} + \rho_i u_i (\phi_{i+1} - \phi_i) \end{bmatrix}.
\]

By solving the linear system provided in equation (2), the coefficients \(\beta_1, \beta_2,\) and \(\beta_3\) are computed, which can be later used to calculate the flux-wave \(\tilde{\xi}_{k,i-1/2}\) required for obtaining the left- and right-going fluctuations for the first-order Godunov-type wave propagation algorithm. It should be stressed for the solution of linear system given above the LU decomposition algorithm with partial pivoting defined in [12] at each time-step.

4.1 Stability conditions

To ensure the method’s stability, the Courant–Friedrichs–Lewy condition (CFL) [4] similar to the SWEs is used. This condition can be given as the following equation for the one dimensional Euler equations:

\[
\text{CFL} = \frac{\max(\tilde{\lambda})}{\Delta t} \Delta x,
\]
where $\tilde{\lambda} = \text{max}(\tilde{\lambda}_1, \tilde{\lambda}_2, \tilde{\lambda}_3)$ is the maximum amount of wave speeds, where each wave speed is obtained as

$$\tilde{\lambda}_1 = \tilde{u}_i - \tilde{c}_i, \quad \tilde{\lambda}_2 = \tilde{u}_i, \quad \tilde{\lambda}_3 = \tilde{u}_i + \tilde{c}_i.$$ 

Generally, the wave propagation algorithm uses values of CFL number close to one, which ultimately reduces the computational setup time compared to other Riemann solvers provided in literature.

### 5. Numerical results

In order to examine the effectiveness of modified flux-wave approach (MFW) for the solution of the one dimensional Euler equations, in this section several numerical test cases are provided. The suitability of the proposed MFW approach in dealing with the gravitational source terms is first investigated, and the obtained numerical results are compared with both reference solutions and available numerical data borrowed from literature. Then, the well-balanced property of the defined method with the existence gravitational field for the isothermal equilibrium is verified, and the calculated numerical results are validated with the nonwell-balanced WENO scheme. Finally, the capability of the proposed well-balanced model in capturing small and large amount of amplitude perturbation is tested. It should be expressed that the MFW model defined herein was solved, using an in-house FORTRAN code on an Intel Core (i7-4790) 3.6 GHz processor with 16GB of RAM. Additionally, the solver employs high-resolution wave propagation algorithm based on the monotized centered (MC) limiter. The number of computational finite volume cells is defined separately for each test-case.

#### 5.1 Shock tube problem with gravitational field

The purpose of this test case is to assess the performance of the proposed numerical solver for the solution of the one dimensional Euler equations with the existence of gravitational source term. For this problem the Sod test case is considered with the initial condition as

$$(\rho^0, u^0, P^0) = \begin{cases} 
(1, 0, 1) & \text{if } x \leq 0.5, \\
(0.125, 0, 1) & \text{otherwise}, 
\end{cases}$$

where $\rho^0, u^0, \text{ and } P^0$ are again the initial data for the defined Riemann problem at time $t = 0$. As the boundary conditions the extrapolation boundary conditions were imposed for both left and right boundaries. In order to consider the effect of gravitational source term a constant exhibit gravitational
field $\phi_x = 1$ is used within the source term. The computation is implemented until time $t = 0.2s$ with 100 uniform cells and the CFL number equal to 0.9. Figure 2 shows numerical predictions for the density, pressure, energy and velocity obtained based on the MFW approach. The validations are performed with the reference solution achieved using 2000 numerical cell and also with a novel higher-order WENO scheme defined by [9] with the same computational volumes. For the density field a left-going rarefaction wave along with the contact discontinuity and shock wave are created within solution and the obtained results are in qualitative agreement with both reference solution and the WENO approach. Additionally, due to the effect of gravitational source term the density is pulled upward for the left boundary.

Figure 1(b) demonstrates the numerical results for the pressure field. As can be observed, a left-going rarefaction waves as well as right-moving shock are appeared within solution and again the agreement between the obtained numerical results and the reference solution are quite well. Figures 1(c) and 1(d) exhibit the numerical results for the energy and velocity, respectively. In terms of the energy field a rather similar shape to the pressure is seen. For the velocity distributions a negative velocities in some regions are appeared, which is mainly caused by gravitational term.

5.2 One dimensional gas-falling into fixed external potential

This test case was originally introduced in [13, 18] and utilized to verify the well-balanced property of the proposed MFW approach for the isothermal equilibrium within gravitational field. The initial conditions of the problem can be given as

$$\rho = \rho_0 \exp \left( -\frac{\phi}{RT} \right), \quad u = 0, \quad \text{and} \quad p = RT \left( -\frac{\phi}{RT} \right),$$

where gravitational field is expressed as

$$\phi(x) = -\phi_0 \frac{L}{2\pi} \sin \left( \frac{2\pi x}{L} \right),$$
Figure 1: Numerical solution of the shock tube problem with gravitational source term performed at $t = 0.2s$. (a) Density, (b) pressure, (c) energy, (d) velocity

where $L$ is the computational domain set equal to 64 and other parameters are: $\rho_0 = 1$, $\gamma = 5/3$, $T = 0.6866$ and $\phi_0 = .02$. The solution was then performed in double precision using 200 and 400 computational cells until time $t=50s$, where the steady-state condition is reached. Table 1 demonstrates the Euclidean norm achieved for the conserved variables $\rho$, $pu$ and $E$ at the steady-state condition. As can be seen for all variables relatively small amount of error is obtained, which clearly state that the initial conditions have been preserved during the simulations.

In order to compare the performance of the defined MFW approach with the unbalanced scheme a small perturbation was imposed into the steady-state solution provided in (2). Therefore the initial condition related to pressure becomes

$$p = RT \left( -\frac{\phi}{RT} \right) + 0.001 \exp \left( -10(x - 32)^2 \right).$$
Table 1: Euclidean error norm computed based on the MFW approach for the steady-state

<table>
<thead>
<tr>
<th>Number of Cells</th>
<th>ρ</th>
<th>pu</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>2.6493E-04</td>
<td>9.7563E-05</td>
<td>4.3708E-04</td>
</tr>
<tr>
<td>400</td>
<td>6.8740E-05</td>
<td>2.2979E-05</td>
<td>8.9109E-05</td>
</tr>
</tbody>
</table>

The simulation was implemented up to time $t = 179980.53s$, which is much larger than the reference sound crossing time approximated as $\tau = 120s$. Figure 2 illustrates the numerical results obtained based upon the second-order MFW approach in comparison with non-well-balanced WENO scheme borrowed from [9]. As can be observed the initial condition for the velocity profile was maintained during computation in contrast to the non-well-balanced scheme, which was not able to properly neutralize the effect of gravitational source terms with the flux gradient for the isothermal equilibrium state.

### 5.3 Small and large amplitude wave propagation

The final test case employed herein was introduced in [3] and investigates the performance of the well-balanced MFW approach in dealing with small and large disturbances for the polytropic atmosphere in the gravitational field $\phi(x) = gx$. In doing so, the polytropic steady state solution is defined as

$$
\rho(x) = \left( \rho_0^{\gamma-1} - \frac{1}{K_0} \frac{\gamma - 1}{\gamma} g x \right)^{\frac{1}{\gamma-1}}, \quad u(x) = 0, \quad p(x) = K_0 \rho(x)^\gamma.
$$

with the constants: $g = 1$, $\gamma = 5/3$, $\rho_0 = 1$, $p_0 = 1$, and $K_0 = p_0/(\rho_0^\gamma)$. The computational domain of the polytropic atmosphere was set equal to $[0,2]$ and the following periodic velocity perturbation was imposed at the bottom boundary

$$
u(0, t) = A \sin(4\pi t), \quad (4)$$
Figure 2: The numerical results achieved with the MFW method along with the non well-balanced WENO scheme for the perturbation problem given in section 5.2 at $t = 179.980.53s$. (a) Density, (b) pressure,(c) velocity

In the first numerical study the amount of $A$ in above equation was chosen to $10^{-6}$ which provides a small perturbation into the solution and the simulation was run until time $t = 1.5s$. In Figure 2 the pressure perturbation and velocity profiles calculated based upon the second-order MFW approach with 400 numerical cells for the small disturbance were shown. Theses results have been also compared with the reference solution with 8000 numerical cells together with the higher-order WENO scheme given in [7]. It is clear that the results are in good agreement with both reference solution and the higher-order WENO scheme, which confirms that even for a small-perturbation the effect of gravitational source term has been accurately treated within the flux-differences of the neighboring cells for the finite volume method.
Eventually the amount of $A$ in the equation (3) was set to 0.1, which creates rather large amplitude disturbance into the solution. The simulation based on the second-order MFW approach with 200 computational cells and CFL=0.9 was then implemented until $t=1.5s$. Figure 4 shows plots for the pressure perturbations and velocity along with the results calculated using reference solution with 2000 cells and higher-order WENO scheme. As can be observed the large amplitude perturbation was also captured by the defined MFW approach and the results are in qualitative agreement with the higher-order WENO method.
Conclusions

In this paper a modified flux-wave formula is presented for the solution one dimensional Euler equations including gravitational source term. The numerical solver defined herein is well-balanced and deals with gravitational source terms inside the differences between fluxes for the finite volume computational cells. In order to cope with difficulties with nonphysical results, a combination of exact and approximate Riemann solution was utilized. A modification for the Sod problem was first considered with the gravitational source term and the validations was made with the higher-order WENO scheme and rather identical results was achieved. Then, the well-balanced property of the scheme was tested and the ability of the method in modeling the perturbation applied into the steady-state equilibrium in comparison with unbalanced scheme was demonstrated. For the problem with small and large amplitude of perturbations, the MFW approach gave the same results equal to higher-order WENO scheme and accurately captured disturbances imposed to the polytropic atmosphere.
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New variable neighborhood search method for minimum sum coloring problem on simple graphs
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Abstract
The minimum sum coloring problem (MSCP) is to find a legal vertex coloring for $G$ using colors represented by natural numbers ($1, 2, \ldots$) such that the total sum of the colors assigned to the vertices is minimized. The aim of this paper is to present the skewed variable neighborhood search (SVNS) for this problem based on a new structure of neighborhoods. To increase the speed of the neighborhood search process, we present the new concepts of holder vertex and set. Tested on 23 commonly used benchmark instances, our algorithm shows acceptable competitive performance with respect to recently proposed heuristics.

Keywords: Minimum sum coloring; Variable neighborhood search; Skewed variable neighborhood search; Chromatic sum; Holder vertex; Holder set; Reducer set.

1 Introduction

The general graph coloring is one of the most well-known problems in combinatorial optimization. Besides its theoretical significance as a canonical NP-Hard problem [1], graph coloring arises naturally in a variety of real-world applications.
applications such as timetable problems [3], warehouse management [29], frequency allocation in mobile network [28], register allocation in optimizing compilers [4], scheduling problem [8], design and operation of flexible manufacturing systems [10]. For example, in computer systems with multiprocessors that are in competition over resources, we might seek an allocation under which no two jobs with conflicting requirements are executed simultaneously while minimizing the average completion time of the jobs.

MSCP is closely related to the basic graph coloring problem. It was proposed by Kubicka [21] in the field of graph theory and by Supowit [30] in the field of VLSI design.

Suppose that $G=(V,E)$ is a simple undirected graph (without loop, multi, and directed edge) with vertex set $V=\{v_1,v_2,\ldots,v_n\}$ and edge set $E \subseteq V \times V$. A proper vertex k-coloring of $G$ is an assignment of positive integers to its vertices by function $c : V \rightarrow \{1,2,\ldots,k\}$ such that no two adjacent vertices are assigned the same number (i.e. $c(v_i) \neq c(v_j), \forall (i,j) \in E$). The color of a vertex $v$ is denoted by $c(v)$.

A legal k-coloring can also be defined as partition of $V$ in to $k$ independent sets $V_1,V_2,\ldots,V_k$ such that for all $u,v \in V_i (i=1,\ldots,k), (u,v) \notin E$. In other word, $c$ can also be represented as a partition of $V$ in to $k$ mutually disjoint independent set (called color classes) $V_1,V_2,\ldots,V_k$ such that $\bigcup_{i=1}^{n} V_i = V$ and $v \in V_i$ if and only if $c(v) = i$.

The general graph coloring problem (GCP) is to determine a proper k-coloring with a minimum value of $k$. This value is called the chromatic number of $G$ and denoted by $\chi(G)$. A related problem to the GCP is the minimum sum coloring problem (MSCP), which is to find a proper coloring $c=\{V_1,V_2,\ldots,V_k\}$ such that the following total sum of color labels, denoted by $\sum_c G$, to be minimized.

$$\sum_c G = \sum_{i=1}^{n} c(v_i) = \sum_{i=1}^{k} i|V_i|.$$ 

Now the vertex chromatic sum or minimum sum coloring of $G$ is denoted by $\sum G$, and defined as

$$\min \left\{ \sum_c G \mid c \in C \right\},$$

where $C$ is the collection of all proper coloring of $G$. The vertex strength of $G$ denoted by $s(G)$, is the smallest number $s$, where there is a proper coloring $c$ with $s$ colors such that $\sum_c G = \sum G$. It is clear that $s(G)$ is lower bounded by $\chi(G)$. The distance between $s(G)$ and $\chi(G)$ can be large. Indeed there are many instances in which $s(G) >> \chi(G)$ [21].

As shown in [20, 21], the decision version of the MSCP is NP-complete in the general case. As a result, solving the MSCP is computationally challenging and any algorithm able to determine the optimal solution of the problem
is expected to require an exponential complexity. Also, it has several practical applications including VLSI design, scheduling, and distributed resource allocation (see [24] for a list of references for more application).

Due to its high computational complexity, no polynomial-time algorithm can solve or approximate the problem efficiently unless \( P = NP \). In the past several decades, much effort has been devoted to developing various heuristic and metaheuristic algorithms. For the purpose of practical solving of the general MSCP, several heuristic algorithms have recently been proposed to find suboptimal solutions. This class of algorithms has been mainly developed since 2009 and is not proved the optimality of the solution found. Some examples of the heuristic algorithms include tabu search [2], greedy algorithms [23], genetic and memetic algorithms [3, 4, 19, 20, 32], breakout local search [1], iterated local search [15], ant colony [6] as well as heuristics based on independent set extraction [33, 34]. But in contrast, some kinds of literature have addressed the issue of theoretical bounds that formally proved, included [1, 11, 12, 13, 22, 31] for instance.

In recent years, variable neighborhood search (VNS) has been proven as a very effective and adaptable metaheuristic, used for solving a wide range of complex optimization problems. In this paper, we design and test a VNS algorithm for finding proper colorings, which correspond to upper bounds of the chromatic sum. In the literature on graph coloring several proposals appeared, combining the following characteristics: partial vs complete colorings, proper vs improper colorings, fixed vs variable \( k \) (see [15] for a review).

We opt vector \( X \) with size of \( |V| \) for a solution representation consisting of colors that must be proper. We then devise a search strategy that borrows ideas from modified VNS method called skewed VNS method (SVNS) towards special kind of neighborhood. The fact that increasing the number of colors may decrease the chromatic sum was the main motivation of definition of such new neighborhood structure (see Fig. [1]).

In the following sections, we first provide integer nonlinear mathematical formulation along with a definition of \( N_k \) neighborhood structure of MSCP. In the next section, we offer a new concept called holding to expedite the related local search method. In Section 4 we present our SVNS method with respect to the neighbors that are mentioned in Section 2. Before concluding, detailed computational results and comparisons with five algorithms are presented in Section 5.
2 Modeling and \( N_k \) Neighborhoods of MSCP

2.1 Modeling

Let \( G = (V, E) \) be a simple undirected graph with vertex set \( V = \{v_1, v_2, \ldots, v_n\} \) and edge set \( E \subseteq V \times V \). Although the MSCP can be formulated as a binary quadratic problem, we also presented another formulation of this problem. Define variable \( x_i \) as the color of vertex \( i \) for \( i = 1, 2, \ldots, n \). Therefore the integer nonlinear mathematical formulation is defined as follows:

\[
\text{Min } \sum_{i=1}^{n} x_i \\
\text{s.t.} \\
|x_i - x_j| \geq 1 \quad \forall (i, j) \in E \\
1 \leq x_i \leq n, \text{ integer} \quad : i = 1, 2, \ldots, n
\]  

The previous model can be reduced with elimination of redundant constraints and suitable changing of variables,

\[
P \) \text{ Min } \sum_{i=1}^{n} x_i \\
\text{s.t.} \\
|x_i - x_j| \geq 1 \quad \forall (i, j) \in E \\
x_i \geq 0, \text{ integer} \quad : i = 1, 2, \ldots, n
\]

This mathematical formulation expresses MSCP correctly, since each vector \( X = (x_1, x_2, \ldots, x_n) \) that satisfies equations (4) and (5) is a proper coloring \( c \) for \( G \) and the objective function (3) minimizes \( \sum_c G \). \( \sum(X) \) denotes the sum of colors of proper coloring \( c \). It should be noted that this model does not claim about \( \sigma(G) \) and focuses on \( \sum G \). By assuming that \( S \) be set of all proper coloring of \( G \), \( P \) can be written briefly as follows:

\[
P \) \text{ Min } \overrightarrow{1}.X \\
\text{s.t.} \\
X \in S
\]

where \( \overrightarrow{1}.X \) is the inner product of \( \overrightarrow{1} = (1, 1, \ldots, 1) \) and \( X \). Indeed \( \sum(X) = \sum_{i=1}^{n} x_i = \overrightarrow{1}.X \). According to the description stated above, any feasible solution for \( P \) is a vector \( X = (x_1, x_2, \ldots, x_n) \) satisfied equations (3) and (4). So the next neighborhoods should be defined around this vector.
2.2 New Neighborhoods for MSCP

We know that the neighborhood is an important element that influences the local search procedure. So, searching for feasible spaces is meaningless without knowing the definition of the neighborhood. Therefore according to the mathematical model of the previous part, we introduce neighboring structure for MSCP here. To read more about neighborhoods for this problem you can see [11, 12, 14, 15].

Definition 1. Let $X$ and $S$ be a feasible solution and feasible space of $P$, respectively. For $k = 0, 1, \ldots, n$, a neighborhoods of $X$ are defined by

$$N_k(X) = \{Y \in S \mid Y \text{ is greater than } X \text{ in at most } k \text{ element.}\} \quad (8)$$

In fact, $N_k(X)$ contains all of the feasible solutions (proper coloring) that are greater than $X$ in the $k$ element at most. The size of the $N_k(.)$ becomes bigger if $k$ increases. Indeed $|N_k(.)| \in O(\binom{n}{k})$ and we have

$$N_0(X) \subseteq N_1(X) \subseteq \cdots \subseteq N_k(X)$$

As you can see, these neighborhoods will be nested; that is, each one contains the previous. So if $X$ is locally optimal with respect to $N_k$, then it will be locally optimal with respect to $N_i$ for $i = 0, 1, \ldots, k - 1$. Also, if it is not to be locally optimal w. r. t. $N_i$, then it will not be locally optimal w. r. t. $N_i$ for $i = k + 1, \ldots, n$. Clearly $S = N_n(X)$. But it’s important to know the minimum value of $k$ such that $N_k = S$. In other words, for which value of $k$ the neighborhood $N_k$ is exact? For a given neighborhood $N$ if any local optimal is also global optimal, then $N$ is exact [27].

To clarify the issue, Figure 1 shows an illustrative example for $N_k(.)$. The numbers that are in and out the vertices are vertex number and vertex color, respectively. With the given 3-coloring $X$ (left figure), we achieve the suboptimal sum of 18 while $Y$ leads to chromatic sum of 15 (right figure). By Definition 1, $N_0(X) = \{X\}$ and $Y \notin N_0(X), N_1(X)$ but $Y \in N_k(X)$ for all $k \geq 2$. Therefore by starting with $X$, we achieve the locally optimal $Y$ w. r. t. $N_2$, that is also globally optimal.

The next important point that should be noted is about the size of $N_k$. As stated previously by increasing $k$ the size of neighborhood becomes large and this causes the process of searching happens slowly. Therefore we will offer a new concept called holding and try to expedite to find the local optimum with this new concept.
3 Holder and Reducer Set

Definition 2. k-holder set: Given a proper coloring $X = (x_1, \ldots, x_n)$ and k-element subset $H = \{t_1, t_2, \ldots, t_k\}$ from $V$. H is a k-holder set, when for some $v \in N(H)^k$ and index $0 \leq r \leq k$ the following two conditions hold:

1) $x_{t_r} < x_v$;

2) For any vertex $w \in N(v) \setminus H$, we have $x_w \neq x_{t_r}$.

In such case, we say that $H$ holds vertex $t_r$.

Especially in above definition when $k = 1$, we obtain 1-holder set called holder vertex. Indeed, for two adjacent vertices $a$ and $b$, we say $a$ holds $b$ and denoted by $a \triangleright b$, if Definition 1 is stated for $k = 1$. Consider again the graph of Figure 1a with 3-coloring $X$. Both two sets $H_1 = \{1\}$ and $H_2 = \{2\}$ are holder vertices according to Definition 2. $H_1$ is a good holder vertex because $H_1$ holds 4, 5, 9, 8 and when its color is increased the objective function

\footnote{Denote the set of adjacent vertices of H}
is reduced three units. In contrast $H_2$ is not a good one because no change does happen when its color starts to increase. Thus, the holding feature not sufficient to improve the objective function and should have reduction property.

**Definition 3.** $k$-reducer set: Given a proper coloring $X$. The $k$-holder set $H$ is a $k$-reducer set, when the objective function is improved (reduced) by increasing its color of vertices.

The above definitions lead us to the following obvious propositions, which more specifies the relationship between $N_k$ and these two new concepts.

**Proposition 1.** The proper coloring $X$ is locally optimal w.r.t. $N_k$ if and only if $G$ has no $k$-reducer set.

**Proposition 2.** The proper coloring $X$ is a global optimal if and only if there exists $k_0 \in \mathbb{Z}^+$ such that $G$ has no $k$-reducer set w.r.t. $X$ for any $k \geq k_0$.

For a given solution $X$, if $G$ has no $k$-holder set for any $k \in \mathbb{Z}^+$, then it has no $k$-reducer set for any $k \in \mathbb{Z}^+$ and so according to Proposition 2, $X$ is globally optimal.

### 4 VNS Method with respect to $N_k$ for MSCP

Variable neighborhood search (VNS) algorithm was originally described by Mladenovic and Hansen (1993, 2002). The basic strategy of the VNS is to focus the investigation of the solutions, which belong to some neighborhood of the current best one. In order to avoid being trapped in local suboptimal solutions, VNS changes the neighborhoods, directing the search in the promising and unexplored areas. By this systematic change of neighborhoods, VNS iteratively examines a sequence of neighbors of the current best solution. But, it may happen that some instances have several separated and possibly far apart local optimum containing near-optimal solutions. If one considers larger and larger neighborhoods, the information related to the currently best local optimum dissolves. It is therefore of interest to modify VNS schemes in order to explore more fully local optima, which are far away from the current solution. This will be done by accepting to recenter the search when a solution close to the best one known, but not necessarily as good, is found, provided that it is far from this last solution. So, we study on the modified and special ingredient of VNS called skewed variable neighborhood search (SVNS) that is presented in Algorithm 1. The relaxed rule for recentering uses an evaluation function linear in the distance from the current solution; that is, $\sum(X'')$ is replaced by $\sum(X'') - \alpha(p(X, X''))$ (line 13 of Algorithm 1), where $p(X, X'')$ is the distance from $X$ to $X''$ and $\alpha$ a parameter that is determined experimentally. A metric for distance between solutions is usually
Algorithm 1 Skewed variable neighborhood search for MSCP

Adjacency matrix of graph $G$, Select the set of neighborhood structures $N_k$, $k = 1, \ldots, k_{\text{max}}$. Find an initial proper coloring $X$ and its value $\sum(X)$. Set $X_{\text{opt}} \leftarrow X$. Choose a stopping condition and a parameter value $\alpha$. A solution $X_{\text{opt}}$ and its value $\sum(X_{\text{opt}})$. Stopping condition not reached Set: $k \leftarrow 1$ $k \leq k_{\text{max}}$ Generate a solution $X'$ at random from the $k$th neighborhood of $X$ or perturb $X$, randomly./* Shaking or Perturbing */ Apply some local search method with $X'$ as initial solution. Denote with $X''$ the so obtained local optimum. /* Local search */ $\sum(X'') < \sum(X_{\text{opt}})$ $X_{\text{opt}} \leftarrow X'' \sum(X_{\text{opt}}) \leftarrow \sum(X'')$ /* Improvement or not*/ $\sum(X'') - \alpha \rho(X, X'') < \sum(X)$ $X \leftarrow X''$ $k \leftarrow 1$ $k \leftarrow k + 1$ /* Move or not. */

Easy to find, for example, the hamming distance when solutions are described by boolean vectors or the Euclidean distance in the continuous case. Here we use $p$-norm distance for $p=1,2$. P-norm is a class of vector norms, denoted by $||.||_p$, is defined as

$$||X||_p = (|x_1|^p + |x_2|^p + \cdots + |x_n|^p)^{\frac{1}{p}} \quad p \geq 1, X \in \mathbb{R}^n$$

and the distance between two $n$-vectors $X$ and $Y$ based on this norm, is defined as

$$||(X, Y)||_p = (|x_1 - y_1|^p + |x_2 - y_2|^p + \cdots + |x_n - y_n|^p)^{\frac{1}{p}}$$

Algorithm 1 presents the general SVNS algorithm for the MSCP, whose ingredients are detailed in the following. It has four main phases, shaking or perturbing, local search, improve or not and move or not. Usually, the second phase will have maximum computing time. SVNS starts with an initial random coloring $X$, which must be proper. In the first phase (line 4) we use shaking or perturbing at random. Indeed, we decide shaking to shake against perturbing strategy with probability $p$ in each iteration of local search procedure. $k_{\text{max}}$, the maximum value for the size of neighborhoods, must be identified at first. In local search phase (line 6), we apply variable neighborhood descent (VND) as an ingredient of VNS method. This method is illustrated in Algorithm 2. Then SVNS check to ensure that any improvement has happened or not (lines 8–11)? In lines 13–18 it decides on moving to the new solution or increasing $k$. SVNS iterates these steps while the maximum number of iterations since the last improvement is reached.

As noted previously, the maximum computing time is spent on the local search phase. To improve the solution quality and acceleration of local search, we will use the holding concept described in Section 2. With determining the suitable order of falling, the exploration velocity of neighbors is increased. A
perturbation mechanism will be used to improve solution quality and jumping from local optimums (attractors).

Algorithm 2 Variable neighborhood descent

Select the set of neighborhood structures \( N_l, l = 1, \ldots, l_{\text{max}} \). Find an initial proper coloring \( X \) and its value \( \sum(X) \). A solution \( X \) and its value \( \sum(X) \). there is improvement Set \( l \leftarrow 1 \) \( l \leq l_{\text{max}} \) Find the best neighbor \( X' \) of \( X \) \( X' \in N_l(X) \)./*Exploration of Neighborhood*/ \( \sum(X') < \sum(X) \) \( X \leftarrow X' \) \( l \leftarrow l + 1 \) /*Move or not*/

4.1 Order of Falling

According to Section 2, the existence of k-holder sets are a necessary condition for the existence of k-reducer sets. Therefore, we will use this necessary condition for recognition of reducer sets. Then we increase all color of vertices in reducer set for falling the colors of remaining vertices. It is important that the remaining vertices meet in what order to take maximum falling of color vertices happens.

Suppose graph \( G \) with proper coloring \( X \). Construct weighted directed graph \( D = (V(D), E(D), W) \) from \( G \) as follows:

1) \( V(D) = V(G) \).
2) \( E(D) = \{(a, b) | a, b \in V(D) \& a \not\geq b\} \).
3) \( \forall e = (a, b) \in E(D), w_e = x_b - x_a. \)

\( D \) is a weighted directed graph with no directed cycle, multiple edge, and loop. Actually, \( D \) is a directed acyclic graph (DAG). The longest directed path in \( D \) can help us to find the best order of falling.

Although the longest path problem is NP-hard for a general graph, it has a linear time solution for directed acyclic graphs. The idea is based on topological sorting. Topological sorting for a DAG is a linear ordering of vertices such that for every directed edge \((u, v)\), vertex \( u \) comes before \( v \) in the ordering. Topological sorting for a graph is not possible if the graph is not a DAG.

Figure 2 shows an illustrative example of the order of falling. Figure 4 shows \( G \) with proper 4-coloring \( X \) with sum 15 and corresponding weighted DAG \( D \) is depicted in Figure 2. \( D \) has three directed longest paths \( p_1 = 1, 2, 3, 5 \), \( p_2 = 4, 3, 5 \) and \( p_3 = 8, 7, 5 \) of length 3. Therefore they are examples of order of falling. For \( p_1 \) it means that if the first vertex of \( p_1 \) (vertex 1) is omitted (or increase its color), then the vertex colors of 2, 3, 5 begin to decrease, sequentially. Finally, the color of vertex 1 re-determined and
another proper 3-coloring $Y = (2, 1, 2, 1, 3, 1, 2, 1)$ with sum 13 is obtained from $X$. In fact, $Y \in N_1(X)$. Now we can apply the above process for new solution $Y$.

With this idea, the examination of all elements of $N_k$ to find a local optimum of $N_k$ is not necessary and therefore the exploration velocity of neighbors in local search phase of Algorithm 1 increases.

![Graph](image)

(a) $G$ with $X = (1, 2, 3, 1, 4, 1, 2, 1)$

![Weighted DAG](image)

(b) The weighted DAG $D$

Figure 2: An illustrative example for the order of falling

### 4.2 Perturbation Mechanism

Consider the sub optimal solution $X$, which has not any suitable falling order. Indeed the weighted DAG $D$ is an empty or low-density graph. Increasing the value of $k$ usually is not useful and lead to increase the computation time. In these cases, local search procedure may be induced to cycle between two or more locally optimal solutions and leading to search stagnation. So, to jump from this situations we change in $X$ to create some good falling orders. We will choose vertex (or vertices) that has more interruptions for holding of the other vertices and increase their colors to produce holder vertices and consequently generate orders of falling to decrease objective function.

We explain this mechanism on the example shown in Figure 3. We have plotted this example on two-dimensional axis vertex-color. The horizontal and vertical axises are the index and color of vertices respectively. Suppose $k_{max} = 1$, and we stop in proper coloring $X = (1, 2, 2, 2, 2, 1)$ (Fig. 3). There is no holder set of size one and consequently, there is no one-reducer set according to $X$. Therefore Proposition 1 implies that $X$ is locally optimal (but not globally) with respect to $N_1$. To jump from this situation we should gen-
erate holder set by increasing the color of some vertices. But which vertices? Increasing color of one or even all 2, 3, 4, and 5 causes nothing in order to improve the solution. But increasing color of vertex 1 (or 6) is very useful because it causes to generate holder and reducer set \( H = \{6\} \) (Figs. 3c, 3b). If now we apply local search w.r.t. \( N_1 \) on new solution \( Y = (3, 2, 2, 2, 1) \), then we get the new better proper coloring \( (2, 1, 1, 1, 2) \), which is globally optimal (Fig. 3d).

5 Experimental Results

Our SVNS algorithm is programmed in MATLAB(R2015a) and compiled on a PC with 2.7 GHz CPU and 4 Gb RAM. The 25 of well-known benchmark graphs from COLOR2 2002 – 2004 in the literature, which is commonly used to test sum coloring algorithms is considered in Table 1 and Table 2. The

---

2 http://mat.gsia.cmu.edu(COLOR02/)
reported values are based on 10 independent runs. Table 1 gives the detailed characteristics of these benchmark graphs. Columns 1–6 indicate the number of vertices (|V|), the number of edges (|E|), the density \(d = \frac{2mn}{n-1}\), the chromatic sum (\(\sum\)) and the smallest number of required colors (\(k\)) of graphs. Columns 7–9 present detailed computational results of our SVNS algorithm: Best result obtained (\(\sum_{*}\)) with the number of required colors (\(k_{*}\)), average coloring sum (Avg) and standard deviation (Std.). The results, for instances, of COLOR02 benchmark indicate that SVNS attained the best-known result for 19 instances, and was unable to reach the current best result for four instances (homer, queen8.8, miles250 and miles500). Table 2 reports the

Table 1: Computational results of SVNS on 23 COLOR02 instances

<table>
<thead>
<tr>
<th>Instances</th>
<th>Characteristics of graphs</th>
<th>SVNS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(</td>
</tr>
<tr>
<td>mcyle3</td>
<td></td>
<td>11</td>
</tr>
<tr>
<td>myciel4</td>
<td></td>
<td>23</td>
</tr>
<tr>
<td>mcyle5</td>
<td></td>
<td>47</td>
</tr>
<tr>
<td>myciel6</td>
<td></td>
<td>95</td>
</tr>
<tr>
<td>myciel7</td>
<td></td>
<td>191</td>
</tr>
<tr>
<td>anna</td>
<td></td>
<td>138</td>
</tr>
<tr>
<td>david</td>
<td></td>
<td>87</td>
</tr>
<tr>
<td>luck</td>
<td></td>
<td>74</td>
</tr>
<tr>
<td>jean</td>
<td></td>
<td>80</td>
</tr>
<tr>
<td>homer</td>
<td></td>
<td>561</td>
</tr>
<tr>
<td>queen5.5</td>
<td></td>
<td>25</td>
</tr>
<tr>
<td>queen6.6</td>
<td></td>
<td>36</td>
</tr>
<tr>
<td>queen7.7</td>
<td></td>
<td>49</td>
</tr>
<tr>
<td>queen8.8</td>
<td></td>
<td>64</td>
</tr>
<tr>
<td>games120</td>
<td></td>
<td>120</td>
</tr>
<tr>
<td>miles250</td>
<td></td>
<td>128</td>
</tr>
<tr>
<td>miles500</td>
<td></td>
<td>128</td>
</tr>
<tr>
<td>mug88-1</td>
<td></td>
<td>88</td>
</tr>
<tr>
<td>mug88-25</td>
<td></td>
<td>88</td>
</tr>
<tr>
<td>mug100-1</td>
<td></td>
<td>100</td>
</tr>
<tr>
<td>mug100-25</td>
<td></td>
<td>100</td>
</tr>
<tr>
<td>2-insertion-3</td>
<td></td>
<td>37</td>
</tr>
<tr>
<td>3-insertion-3</td>
<td></td>
<td>56</td>
</tr>
</tbody>
</table>

comparative results with the following approaches from the literature on the tested COLOR02 instances: a heuristic EXSCOL [33], a greedy algorithm (MRLF) based on the popular RLF graph coloring heuristic [23], MDS5 [15], a parallel genetic algorithm (PGA) [19], a hybrid local search (HLS) [5]. The comparisons are based on the criterion of quality; that is, the smallest sum of colors reached by a given algorithm. Notice that information like computing
Table 2: Comparative results between our SVNS algorithm and five reference approaches on the set of COLOR02 instances

<table>
<thead>
<tr>
<th>Names</th>
<th>∑</th>
<th>EXCOL</th>
<th>MRLF</th>
<th>MDS5</th>
<th>PGA</th>
<th>HLS</th>
<th>SVNS</th>
</tr>
</thead>
<tbody>
<tr>
<td>myciel3</td>
<td>21</td>
<td>21</td>
<td>21</td>
<td>21</td>
<td>21</td>
<td>21</td>
<td>21</td>
</tr>
<tr>
<td>myciel4</td>
<td>45</td>
<td>45</td>
<td>45</td>
<td>45</td>
<td>45</td>
<td>45</td>
<td>45</td>
</tr>
<tr>
<td>myciel5</td>
<td>93</td>
<td>93</td>
<td>93</td>
<td>93</td>
<td>93</td>
<td>93</td>
<td>93</td>
</tr>
<tr>
<td>myciel6</td>
<td>189</td>
<td>189</td>
<td>189</td>
<td>189</td>
<td>189</td>
<td>189</td>
<td>189</td>
</tr>
<tr>
<td>myciel7</td>
<td>381</td>
<td>381</td>
<td>381</td>
<td>381</td>
<td>382</td>
<td>381</td>
<td>381</td>
</tr>
<tr>
<td>anna</td>
<td>276</td>
<td>283</td>
<td>277</td>
<td>276</td>
<td>281</td>
<td>-</td>
<td>276</td>
</tr>
<tr>
<td>david</td>
<td>237</td>
<td>237</td>
<td>241</td>
<td>237</td>
<td>243</td>
<td>-</td>
<td>237</td>
</tr>
<tr>
<td>huck</td>
<td>243</td>
<td>243</td>
<td>244</td>
<td>243</td>
<td>243</td>
<td>243</td>
<td>243</td>
</tr>
<tr>
<td>jean</td>
<td>217</td>
<td>217</td>
<td>217</td>
<td>217</td>
<td>217</td>
<td>-</td>
<td>217</td>
</tr>
<tr>
<td>queen5.5</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>75</td>
</tr>
<tr>
<td>queen6.6</td>
<td>150</td>
<td>138</td>
<td>138</td>
<td>138</td>
<td>138</td>
<td>138</td>
<td>138</td>
</tr>
<tr>
<td>queen7.7</td>
<td>196</td>
<td>196</td>
<td>196</td>
<td>196</td>
<td>196</td>
<td>-</td>
<td>196</td>
</tr>
<tr>
<td>queen8.8</td>
<td>291</td>
<td>291</td>
<td>303</td>
<td>291</td>
<td>302</td>
<td>-</td>
<td>294</td>
</tr>
<tr>
<td>games120</td>
<td>443</td>
<td>443</td>
<td>446</td>
<td>443</td>
<td>460</td>
<td>446</td>
<td>443</td>
</tr>
<tr>
<td>miles250</td>
<td>325</td>
<td>328</td>
<td>334</td>
<td>325</td>
<td>347</td>
<td>334</td>
<td>329</td>
</tr>
<tr>
<td>miles500</td>
<td>≤709</td>
<td>709</td>
<td>715</td>
<td>712</td>
<td>762</td>
<td>755</td>
<td>719</td>
</tr>
<tr>
<td>mug88-1</td>
<td>178</td>
<td>-</td>
<td>-</td>
<td>178</td>
<td>-</td>
<td>-</td>
<td>178</td>
</tr>
<tr>
<td>mug88-25</td>
<td>178</td>
<td>-</td>
<td>-</td>
<td>178</td>
<td>-</td>
<td>-</td>
<td>178</td>
</tr>
<tr>
<td>mug100-1</td>
<td>202</td>
<td>-</td>
<td>-</td>
<td>202</td>
<td>-</td>
<td>-</td>
<td>202</td>
</tr>
<tr>
<td>mug100-25</td>
<td>202</td>
<td>-</td>
<td>-</td>
<td>202</td>
<td>-</td>
<td>-</td>
<td>202</td>
</tr>
<tr>
<td>2-insertion-3</td>
<td>62</td>
<td>-</td>
<td>-</td>
<td>62</td>
<td>-</td>
<td>-</td>
<td>62</td>
</tr>
<tr>
<td>3-insertion-3</td>
<td>92</td>
<td>-</td>
<td>-</td>
<td>92</td>
<td>-</td>
<td>-</td>
<td>92</td>
</tr>
</tbody>
</table>

Time are not available for all the reference algorithms. Also the symbol “-” means that the information is not available.

6 Conclusion

In this paper, we have presented the skewed variable neighborhood search algorithm towards new kind of neighborhood for solving the minimum sum coloring problem. To acceleration, we introduce a new holding concept in graph coloring problems too. The computational evaluation of the proposed algorithm on 23 of COLOR02 benchmark instances has revealed that SVNS attain the best-known results for 19 instances while failing to reach the best ones for four instances. Also, these results have acceptable competitive compared with five algorithms for MSCP in final.
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Technological returns to scale: Identification and visualization

E. Hajinezhad and M.R. Alirezaee*

Abstract

One of the most critical issues for using data envelopment analysis models is the identification of technological returns to scale (TRTS). Recently, the angles method based on data mining is introduced for the identification of TRTS. This objective method uses the angles to measure the gap between the constant and variable TRTS. The gap is calculated in both the increasing and decreasing sections of the frontier. The larger the gap in the increasing and/or decreasing sections of the frontier, the closer TRTS is to the increasing and/or decreasing form of TRTS. In this paper, we propose a heuristic method for visualizing TRTS that would give a better understanding of identification of TRTS in the dataset. To this end, we introduce the maximum angles method for measuring the maximum possible deviation from constant TRTS assumption in the increasing and decreasing sections of the frontier. By the angles and the maximum angles, we can display the dataset’s TRTS in a two-dimensional space. To validate the proposed method, we consider six one input/one output cases. Also, we apply the angles method and the maximum angles method for the Maskan bank of Iran. Using the proposed method, we show that how TRTS of the bank dataset can be displayed in a two-dimensional space.

Keywords: Data envelopment analysis; Returns to scale; Technology; Bank.

1 Introduction

Data envelopment analysis (DEA) is a nonparametric method for evaluating the efficiency of decision making units (DMUs) while each DMU utilizes
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multiple inputs to produce multiple outputs. DEA is introduced by the CCR model \(11\), for which technological returns to scale (TRTS) is assumed to be constant. In fact, it is assumed that the technological behavior of the dataset is constant from returns to scale point of view, and we call it constant technological returns to scale (CTRS). In another words, by multiplying inputs with \(\alpha (\alpha \geq 0)\), outputs are also multiplied by the same value. Removing this full proportionality assumption, results in the BCC model \(5\) with variable technological returns to scale (VTRS). Overall, different assumptions on the proportionality between the inputs and outputs lead to various TRTS. The determination of returns to scale (RTS) is done at two levels: Technology and DMU. When RTS is identified at the technological level, it can be determined at the DMU level. The relation between these two levels is as follows:

- If TRTS is identified to be constant, then RTS of every DMUs is constant.
- If TRTS is identified to be increasing, then RTS of a DMU might be constant or increasing.
- If TRTS is identified to be decreasing, then RTS of a DMU might be constant or decreasing.
- If TRTS is identified to be variable, then RTS of a DMU might be constant or increasing or decreasing.

For the determination of RTS at the DMU level, basic methods have developed in two main paths \(6\): One of the paths, which was developed by Färe, Grosskopf, and Lovell \(13, 14\), determines RTS by using ratio of radial measures. Model pairs are used for the development of these ratios and they only differ in satisfaction of convexity and sub-convexity conditions. The second path developed by Banker \(3\), Banker and Thrall \(9\), includes radial measure models as well as the additive and multiplicative models. Furthermore, many papers have focused on the determination of DMUs’ RTS in different DEA models such as nonradial measure DEA models \(17, 20\), weight restricted DEA models \(10, 18, 26\), and FDH models \(15, 19, 21\). Moreover, the measurement of RTS is considered in the presence of undesirable outputs \(22, 23\) and also negative data \(2\).

One of the most important issues in evaluating the efficiency of DMUs is the proper identification of RTS at the technological level. There are two basic approaches for the identification of TRTS: The subjective and objective approaches. Most of the objective methods are based on the statistics. The fundamental papers in this area are \(4, 7, 8\) in which the identification of TRTS is addressed by using DEA based hypothesis tests. Also, Simar and Wilson \(20\) have investigated TRTS identification by using nonparametric statistical tests. Using a statistical method mostly needs some assumptions to be made. Obviously, the wrong assumptions can lead to incorrect results. Although, these methods are strong from theoretical point of view, they may
be difficult to use. Due to these deficiencies, Alirezaee, Hajinezhad, and Paradi \[1\] recently proposed a novel nonstatistical method for the objective identification of TRTS, which is called the angles method.

The angles method has been developed based on data mining for measuring RTS at the technological level. To achieve this aim, the gap between two assumptions; that is, constant and variable TRTS, is measured by an angle. For each DMU, a hyperplane with VTRS assumption and a hyperplane with CTRS assumption are constructed; the angle between these two hyperplanes is calculated as the DMU’s gap. Based on the layered RTS \[1\] of the DMU under study, the calculated angle is stored in the increasing or decreasing set. Eventually, the angles of the increasing set are aggregated into an angle, which shows the gap from the constant form of TRTS in the increasing section of the frontier. Similarly, the aggregation of the angles in the decreasing set represents the deviation from CTRS in the decreasing section of the frontier. The larger the angles in the increasing and/or decreasing sections of the frontier, the closer TRTS will be to the increasing and/or decreasing assumptions.

In this paper, we propose a heuristic method for visualizing TRTS in a two-dimensional space. To this end, we introduce the maximum angles method to show how far a frontier with VTRS assumption may deviate from CTRS assumption. The angle between the efficient frontiers with CTRS assumption and the weak efficient frontier with VTRS assumption, is considered as a candidate for the maximum angle. For creating the weak efficient frontiers, anchor points have been used. Finally, the maximum angles are calculated in the increasing and decreasing sections of the frontier. By the angles, maximum angles and the percentages of DMUs in each section of the frontier, the dataset’s TRTS in one input/one output space is displayed. The proposed method is validated by 6 cases of one input/one output. Application of the angles method and the maximum angles method has been investigated on an Iranian bank dataset.

2 The angles method

In this section, the main points of the angles method introduced in \[1\], is briefly described. The main concept of this method is the gap, which shows the deviation from CTRS assumption. The gap is defined to show moving towards or away from the constant form of TRTS assumption. In this method, the gap is measured by the angle between two frontiers with different TRTS. For each DMU, a frontier with VTRS assumption and another one with CTRS assumption are constructed. Then the angle between these two frontiers is calculated.

In the angles method, RTS of the technology is determined by using all the DMUs’ angles, because the technology influences all the DMUs’ behavior. To
consider all the DMUs for determining TRTS, the layering technique \[12,23\] is applied. Let us consider \( N \) DMUs that use \( m \) inputs to produce \( s \) outputs in set \( PPS^1 \). In the layering technique, the first efficient layer is constructed by the efficient DMUs obtained from the execution of DEA model for \( PPS^1 \). By deleting the efficient DMUs from set \( PPS^1 \), the new set of DMUs \( PPS^2 \) is created. Again, the DEA model is executed for the DMUs of \( PPS^2 \) and the obtained efficient DMUs make up the second layer. In the same way, \( PPS^t \) is constructed by removing the DMUs on the layer \((t-1)\) from the set \( PPS^{t-1} \); the layer \( t \) is formed by running the DEA model for the set \( PPS^t \). This process continues until the number of DMUs is meaningful regarding the number of inputs and outputs. So, the layering continues until the number of DMUs is more than or equal to \( 3 \) (number of inputs + number of outputs). The DEA model used for the layering technique is the additive model with VTRS assumption.

After measuring a DMU’s angle, it is required to determine whether it shows the movement to the increasing or decreasing TRTS assumption. To this end, the angles method uses RTS at the DMU level measured by the method presented in \[6\] with a little change. At iteration \( t \) of the layering, RTS of DMUs constructed the layer \( t \), are measured regarding the DMUs in the set \( PPS^t \). Since a DMU’s RTS is determined based on the layer located on it, this RTS is called the layered RTS (LRTS). Assume that in iteration \( t \) of the layering, DMU \( j_o \) is under study and relies on layer \( t \). Let \( j_o \) consume \( x_o = (x_{1o}, \ldots, x_{mo}) \) to produce \( y_o = (y_{1o}, \ldots, y_{so}) \). Moreover, let \( PPS^t \) be the set containing all the observed DMUs at iteration \( t \). DMU \( j_o \) is evaluated by the following multiplier form of input oriented BCC model (it is clear that since \( j_o \) is strong efficient, it is efficient by the input oriented model as well):

\begin{align}
\text{Max} & \quad uy_o - u_0 \\
\text{s.t.} & \quad uy_j - vx_j - u_0 \leq 0, & j \in PPS^t, \\
& \quad vx_o = 1, & \quad \text{(1b)} \\
& \quad u \geq 0, \quad v \geq 0, \quad u_0 \text{ free in sign.} & \quad \text{(1d)}
\end{align}

Let us suppose that the optimum solution obtained from the above model is in the form of \((u^*, v^*, u_0^*)\). If \( u_0^* = 0 \), the DMU’s LRTS is constant. Otherwise if \( u_0^* > 0 \) \((u_0^* < 0)\), the following minimization (maximization) model for the LRTS identification is applied:
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\[
\begin{align*}
\text{Min}(\text{Max}) & \quad u_0 \\
\text{s.t.} & \quad uy_j - vx_j - u_0 \leq 0, \quad j \in PPS^t, \\
& \quad vx_o = 1, \\
& \quad uy_o - u_0 = 1, \\
& \quad u \geq 0, \quad v \geq 0, \\
& \quad u_0 \geq 0 \ (u_0 \leq 0). 
\end{align*}
\] (2a)

If the optimized \( u_0 \) from the above model equals zero, the LRTS of the DMU under evaluation is constant. If \( u_0 \) is strictly positive (negative), its LRTS is decreasing (increasing).

Similarly, DMU \( j_o \) can be evaluated by the following multiplier form of output oriented BCC model (it is clear that since \( j_o \) is strong efficient, it is efficient by the output oriented model as well).

\[
\begin{align*}
\min & \quad vx_o + v_0 \\
\text{s.t.} & \quad uy_j - vx_j - v_0 \leq 0, \quad j \in PPS^t, \\
& \quad uy_o = 1, \\
& \quad u \geq 0, \quad v \geq 0, \quad v_0 \ free \ in \ sign. 
\end{align*}
\] (3a)

Let us suppose that the optimum solution obtained from the above model is in the form of \( (u^*, v^*, v_0^*) \). If \( v_0^* = 0 \), the DMU’s LRTS is constant. Otherwise if \( v_0^* > 0 \ (v_0^* < 0) \), the following minimization (maximization) model for the LRTS identification is applied:

\[
\begin{align*}
\min(\max) & \quad v_0 \\
\text{s.t.} & \quad uy_j - vx_j - v_0 \leq 0, \quad j \in PPS^t, \\
& \quad uy_o = 1, \\
& \quad vx_o + v_0 = 1, \\
& \quad u \geq 0, \quad v \geq 0, \\
& \quad v_0 \geq 0 \ (v_0 \leq 0). 
\end{align*}
\] (4a)

If the optimized \( v_0 \) from the above model equals zero, the LRTS of the DMU under study is constant. If \( v_0 \) is strictly positive (negative), its LRTS is decreasing (increasing).

To determine the angle corresponding to DMU \( j_o \), two hyperplanes with constant and variable TRTS are required. Since \( j_o \) is a strong efficient DMU, it is efficient by the BCC model. So, the BCC hyperplane passing through \( j_o \) is considered as the hyperplane with VTRS assumption. However, it is possible that \( j_o \) is not CCR efficient. Therefore, the CCR hyperplanes passing through one of the reference DMUs for \( j_o \) from the additive model with CTRS assumption, is considered as the hyperplane with CTRS assumption. The set of mentioned reference DMUs is represented by \( Ref_{j_o} \). An impor-
tant point is that the BCC and CCR hyperplanes satisfying those conditions are almost infinite. Therefore, for having unique hyperplanes and avoiding overestimation of the angle between the hyperplanes, the hyperplanes with the smallest angle are selected. So, to determine the angle for a DMU, the smallest angle model is introduced. Suppose that DMU $j_o$ is on layer $t$. Since $j_o$ is strong efficient regarding the set $PPS^t$, it is efficient by the input oriented BCC model, too. So, the angle corresponding to DMU $j_o$ is evaluated by using the following input oriented smallest angle model:

$$\max \frac{(v^c, u^c)^T(v^v, u^v)}{||v^c|| \cdot ||v^v||}$$

\text{s.t.} \quad v^x_{jR} = 1, \quad (5a)

$$u^c y_{jR} = 1, \quad (5b)$$

$$-v^c x_j + u^c y_j \leq 0 \quad \forall j \in PPS^t, \quad (5c)$$

$$v^c \geq 0, \quad u^c \geq 0, \quad (5d)$$

$$v^v y_o - u^v_0 = 1, \quad (5e)$$

$$u^v x_o = 1, \quad (5f)$$

$$-v^v x_j + u^v y_j - u^v_0 \leq 0 \quad \forall j \in PPS^t, \quad (5g)$$

$$v^v \geq 0, \quad u^v \geq 0, \quad (5h)$$

where $v^c = (v^c_1, \ldots, v^c_m)$ and $u^c = (u^c_1, \ldots, u^c_s)$ are the input and output weights corresponding to the CCR model, $v^v = (v^v_1, \ldots, v^v_m)$ and $u^v = (u^v_1, \ldots, u^v_s)$ are the input and output weights corresponding to the BCC model, and $u^v_0$ is the optimum value of $u_0$ from model (2). Maximizing the objective function (5a)—which is the inner product of the hyperplanes—leads to the hyperplanes with the smallest angle. Satisfying conditions (5b)–(5i) results in passing the hyperplane $(v^c, u^c)$ through $j_R$—which is a member of the set $Ref_j$—and supporting $PPS^t$ with CTRS assumption. Similarly, satisfying conditions (12)–(17) results in passing the hyperplane $(v^v, u^v, u^v_0)$ through $j_o$ and supporting $PPS^t$ with VTRS assumption. For every $j_R \in Ref_j$, model (3) is executed and the smallest angle is selected as the angle corresponding to DMU $j_o$. If the DMU’s LRTS is increasing, then the angle is saved in the increasing set represented by $Minangles^{ITRS}$. If the DMU’s LRTS is decreasing, then the angle is stored in the decreasing set represented by $Minangles^{DTRS}$. ITRS and DTRS are the abbreviations for the increasing and decreasing technological returns to scale, respectively.

Similarly, it is assumed that DMU $j_o$ is on the layer $t$. DMU $j_o$ is efficient by the output oriented BCC model regarding the set $PPS^t$, since it is efficient by the additive model. So, the angle corresponding to DMU $j_o$ can be evaluated by using the following output oriented smallest angle model:
\[
\text{max } \frac{(v^c, u^c)^T (v^v, u^v)}{||(v^c, u^c)|| \cdot ||(v^v, u^v)||} \quad (6a)
\]

\[
s.t. \quad v^c x_j = 1, \quad (6b)
\]

\[
u^c y_j = 1, \quad (6c)
\]

\[
- v^c x_j + u^c y_j \leq 0 \quad \forall j \in \text{PPS}^t, \quad (6d)
\]

\[
v^c \geq 0, \quad u^c \geq 0, \quad (6e)
\]

\[
v^v x_0 + v^s_0 = 1, \quad (6f)
\]

\[
u^v y_0 = 1, \quad (6g)
\]

\[
- v^v x_j + u^v y_j - v^v_0 \leq 0 \quad \forall j \in \text{PPS}^t, \quad (6h)
\]

\[
v^v \geq 0, \quad u^v \geq 0, \quad (6i)
\]

where \(v^v_0\) is the optimum value of \(v^v_0\) from model (3). After finishing the layering process, the mean and median of the angles in each set; that is, \(\text{Minangles}^{\text{ITRS}}\) and \(\text{Minangles}^{\text{DTRS}}\), are calculated for determining the general gaps from CTRS assumption in the increasing and decreasing sections of the frontier. The geometric mean of the mean and median in the increasing section of the frontier; that is, \(\text{Mean}^{\text{ITRS}}\) and \(\text{Med}^{\text{ITRS}}\), is calculated as follows:

\[
\text{GM}^{\text{ITRS}} = \sqrt{\text{Mean}^{\text{ITRS}} \times \text{Med}^{\text{ITRS}}}, \quad (7)
\]

Moreover, the geometric mean of the mean and median in the decreasing section of the frontier; that is, \(\text{Mean}^{\text{DTRS}}\) and \(\text{Med}^{\text{DTRS}}\), is calculated as follows:

\[
\text{GM}^{\text{DTRS}} = \sqrt{\text{Mean}^{\text{DTRS}} \times \text{Med}^{\text{DTRS}}} \quad (8)
\]

\(\text{GM}^{\text{ITRS}}\) and \(\text{GM}^{\text{DTRS}}\) are also called the GM values in the increasing and decreasing sections of the frontier, respectively. \(\text{GM}^{\text{ITRS}}\) and \(\text{GM}^{\text{DTRS}}\) determine the tendency of the DMUs toward ITRS and DTRS assumptions.

3 A heuristic method for displaying TRTS

By using the angles method on a dataset, the angles in the increasing and decreasing sections of the frontier is calculated. However, these angles do not give any information about the maximum deviations from CTRS assumption. For clarification of this problem, consider two datasets in Figure 1. For both the datasets, the angle corresponding to the increasing section of the frontier is 18°. However, the maximum angles of case Figure 1a and Figure 1b are 63° and 45°, respectively.

Thus, for having a better picture of TRTS, the maximum angles in the increasing and decreasing sections of the frontier is required to be calculated. By having the maximum angles, we can represent a dataset’s TRTS with
multiple inputs and multiple outputs in a two-dimensional space. In the following, we introduce a method that we call it the maximum angles method and it is used for calculating the maximum possible angles from CTRS assumption.

3.1 The maximum angles method

The weak efficient frontiers with VTRS assumption possess the maximum deviations from CTRS assumption. So, the maximum angle from CTRS assumption corresponds to a DMU lying on a weak efficient frontier. It means that the angles corresponding to the DMUs locating on the weak efficient frontiers need to be examined.

In order to calculate the maximum deviations for each layer in the increasing and decreasing sections of the frontier, it is necessary to examine all the weak efficient frontiers corresponding to that layer. On the other hand, it is possible that the weak efficient DMUs do not generate all the weak efficient frontiers. Therefore, we consider some artificial DMUs, which are weak efficient and produce all the weak efficient frontiers. To construct these artificial DMUs, the anchor points are used.

The intersections of the weak and strong efficient frontiers are called the anchor points [11]. In other words, a strong efficient DMU is an anchor point if and only if it is located on an unbounded hyperplane or a weak efficient frontier. By using anchor points, we create new DMUs on the weak efficient frontier and their corresponding angles are studied as the candidates.

Figure 1: The angles from CTRS assumption obtained by the angles method give no information about the maximum deviations.
for the maximum angles in both sections of the frontier; that is, increasing and decreasing.

Consider the layer $t$. It can be easily shown that \{${e}_1, {e}_2, \ldots, {e}_m$\} and \{-${e}_1, -{e}_2, \ldots, -{e}_s$\} are the extreme directions of the production possibility set. $e_i$ is a zero vector, where component $i$ equals one. Suppose that $j_o$ with $(x_o, y_o)$ is a strong efficient DMU on the layer $t$. We construct $m+s$ artificial DMUs: Artificial DMU $j_o^i$ ($i = 1, \ldots, m$) with $(x_o + e_i, y_o)$ and artificial DMU $j_o^r$ ($r = 1, \ldots, s$) with $(x_o, y_o + 0.1y_o e_r)$. To construct the artificial DMU $j_o^r$, the output of DMU $j_o$ decreases proportionally to prevent negative outputs. If at least one of $m+s$ artificial DMUs is weak efficient, then DMU $j_o$ is an anchor point on the layer $t$. However, the efficiency of all artificial DMUs are measured. Then, the angles corresponding to the weak efficient DMUs are calculated.

In a loop, artificial DMU $j_o^i$ ($i = 1, \ldots, m$) is inserted to the set $PPS^t$ ($PPS^t$ is the set containing all the observed DMUs at iteration $t$ of the layering) and evaluated by using the output oriented BCC model. Let artificial DMU $j_o^i$ with $(x_o + e_i, y_o)$ be a weak efficient DMU. Since, DMU $j_o^i$ is output oriented BCC efficient, its corresponding angle is calculated by using the output oriented smallest angle (3). If the DMU’s LRTS is increasing (decreasing), then the smallest angle is stored in the set $MaxSet^ITRS_t$ ($MaxSet^ITRS_t$). Eventually, DMU $j_o^i$ is removed from the set $PPS^t$. Similarly, for every output component $r$ ($r = 1, \ldots, s$), artificial DMU $j_o^r$ is inserted with $(x_o, y_o + 0.1y_o e_r)$ to the set $PPS^t$ and evaluated by using the input oriented BCC model. Suppose that DMU $j_o^r$ is founded to be efficient. Since, DMU $j_o^r$ is input oriented BCC efficient, its corresponding angle is calculated by using the input oriented smallest angle (3). If the DMU’s LRTS is increasing (decreasing), then the smallest angle is stored in the set $MaxSet^DTRS_t$ ($MaxSet^DTRS_t$). Finally, the artificial DMU is removed from the set $PPS^t$. After the termination of both loops, the maximum members of the sets $MaxSet^ITRS_t$ and $MaxSet^DTRS_t$ are stored in $Max^ITRS_t$ and $Max^DTRS_t$. Now, we can calculate the maximum angles in the two sections of the frontier by using equations (9)–(11).

The maximum GM values are calculated similar to the GM values. The mean and median of $Max^ITRS_t$ for all layers, are saved in $Mean^{ITRS-M}$ and $Med^{ITRS-M}$. The maximum GM value in the increasing section of the frontier is calculated as follows:

$$GM^{ITRS-M} = \sqrt{Mean^{ITRS-M} \times Med^{ITRS-M}}$$  \hfill (9)

Moreover, The mean and median of $Max^DTRS_t$ for all layers, are saved in $Mean^{DTRS-M}$ and $Med^{DTRS-M}$. The maximum GM value in the decreasing section of the frontier is calculated as follows:

$$GM^{DTRS-M} = \sqrt{Mean^{DTRS-M} \times Med^{DTRS-M}}$$  \hfill (10)
3.2 Displaying TRTS in the two sections of the frontier: increasing and decreasing

In this section, we want to introduce a heuristic method for displaying a dataset’s TRTS in a two-dimensional space by using the results of the angles method as well as the maximum angles method. It should be noted that plotting the production possibility set (PPS) even in \((m + s = )\) three-dimensional space is difficult; so it is not a proper method for representing the dataset’s TRTS. On the other hand, the scattering of data makes the PPS inappropriate for giving a clear image of TRTS.

By using the angles method, two angles and the percentage of DMUs in the increasing and decreasing sections of the frontier are obtained. By using the maximum angles method described in section 3.1, the maximum deviations from CTRS are calculated in the two sections of the frontier. These results are independent of the number of inputs and outputs; so it is assumed that these results are obtained for a one input/one output dataset. The angles are displayed by using a CCR and a BCC frontier. We explain the method of displaying TRTS on a case study, which is completely described in section 4.2.

Consider the bank dataset (management code 256) with 22 DMUs that use two inputs to produce three outputs. The results of the angles method and the maximum angles method are represented in Table 1. The values of \(GM\) and \(GM^M\) represent the angle and the maximum possible angle from CTRS assumption, respectively. Also, \(Num\) represents the percentage of DMUs in both sections of the frontier.

<table>
<thead>
<tr>
<th>Increasing section of the frontier</th>
<th>Decreasing section of the frontier</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Num(%))</td>
<td>(GM(\degree))</td>
</tr>
<tr>
<td>22.2</td>
<td>11.7</td>
</tr>
</tbody>
</table>

By considering the results represented in Table 1, TRTS is displayed in Figure 2 according to the following rules:

- The CCR and BCC frontiers are represented by two lines.

- The CCR frontier is drawn in such a way that the angle between the CCR frontier and the weak efficient frontier in the increasing/decreasing section is equal to the maximum possible angle in those sections. This weak efficient frontier in the increasing and decreasing sections of the frontier are respectively, the vertical and horizontal lines represented by the dotted line.
Figure 2: Displaying TRTS in the increasing (a) and decreasing (b) sections of the frontier for a bank dataset with 22 DMUs

- The percentage of DMUs in the constant section of the frontier is equal to 100 minus the total percentage of DMUs in the increasing and decreasing sections of the frontier.

- The higher the percentage of DMUs in the constant section of the frontier is the thicker CCR line.

- The BCC frontier in the increasing/decreasing section is drawn in such a way that the angle between the BCC frontier and the CCR frontier is equal to GM value in the increasing/decreasing section of the frontier.

- The higher the percentage of DMUs in the increasing/decreasing section of the frontier is the thicker BCC line.

The angles in the increasing and decreasing sections are represented separately because the maximum angles in both sections of the frontier may not be complementary; therefore the corresponding CCR frontiers do not coincide.

4 Experimental results

To study the results of the angles method and the maximum angles method, 6 cases one input/one output and a real dataset are considered. For each case, the GM values (by using equations (7)–(8)), the percentages of the DMUs and the maximum GM values (by using equations (9)–(11)) in the increasing and decreasing sections of the frontier are calculated.

To analyze the results of the angles method and the maximum angles method, the followings should be considered:
The existence of small angles in the increasing and decreasing sections of the frontier is normal. Therefore, the angles smaller than 10° are insignificant and do not conflict with CTRS assumption.

Large GM value in the increasing section of the frontier and small GM value in the decreasing section of the frontier, support ITRS assumption to be accepted.

Small GM value in the increasing section of the frontier and large GM value in the decreasing section of the frontier, support DTRS assumption to be accepted.

Large GM value in both sections of the frontier, supports VTRS assumption to be accepted.

Large GM value produced by a small number of DMUs in the increasing and/or decreasing sections of the frontier, cannot reject CTRS assumption. So, if the number of DMUs in a section of the frontier is less than 10% of its total then the angle of that section is neglected.

The experiments show clearly that the angles method does not merely accept or reject ITRS, CTRS or DTRS technology, but it determines the rate of increasing/decreasing if ITRS/DTRS is revealed. A larger GM value resulted in a larger rate of increasing/decreasing TRTS.

It is obvious that a larger sample size would lead to more reliable results.

4.1 One input/one output samples

To study the results of the angles method and the maximum angles method, 6 one input/one output cases are considered. The cases are from [1] and plotted in the first column of Figure 3. TRTS of each case can easily be identified from Figure 4. TRTS of cases c(c), c(c), and c(c) are constant. Also, TRTS of cases c(c), c(c), and c(c) are decreasing, increasing, and variable, respectively. For each case, the angles method and the maximum angles method are applied. The results shown in Table 2, represent the percentage of the DMUs (Num), the GM values (GM), and the maximum GM values (GM - M) in both sections of the frontier.

Regarding Table 2, we would make some points:

- For all the cases, the percentage of DMUs in both sections of the frontier is more than 17%. So, no angles are negligible.
- From Figure 4, it can be seen that the value of GM - M in the decreasing section of the frontier is approximately equal to the angle between the CCR frontier and the horizontal line. Also, the value of GM - M in the
(a) - Increasing section
(a) - Decreasing section

(b) - Increasing section
(b) - Decreasing section

(c) - Increasing section
(c) - Decreasing section

(d) - Increasing section
(d) - Decreasing section
Figure 3: Displaying the original one input/one output cases and their TRTS in the increasing and the decreasing sections of the frontier. In each row, the first cell represents the original one input/one output case. The second and the third cells display TRTS in the increasing and the decreasing sections of the frontier for the case in the first cell. The red line (the first column) shows the CCR frontier for the first layer. The horizontal and the vertical coordinates are the input and output, respectively.

Table 2: The results of the angles method and the maximum angles method for one input/one output cases

<table>
<thead>
<tr>
<th>Case</th>
<th>DMUs</th>
<th>Increasing section</th>
<th>Decreasing section</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Num (%)</td>
<td>GM (°)</td>
</tr>
<tr>
<td>(a)</td>
<td>104</td>
<td>40.4</td>
<td>5.1</td>
</tr>
<tr>
<td>(b)</td>
<td>104</td>
<td>34.6</td>
<td>4.1</td>
</tr>
<tr>
<td>(c)</td>
<td>103</td>
<td>36.4</td>
<td>3.4</td>
</tr>
<tr>
<td>(d)</td>
<td>97</td>
<td>17.2</td>
<td>2.6</td>
</tr>
<tr>
<td>(e)</td>
<td>104</td>
<td>55.0</td>
<td>23.4</td>
</tr>
<tr>
<td>(f)</td>
<td>155</td>
<td>31.3</td>
<td>18.2</td>
</tr>
</tbody>
</table>
increasing section of the frontier is approximately equal to the angle between the CCR frontier and the vertical line.

- For cases 3a-3c, the GM values are less than 7° in both sections of the frontier, which shows that TRTS of these cases is constant.

- For case 3d, the GM value represents a small deviation from CTRS assumption in the increasing section of the frontier. The GM values for cases 3(e) and 3(f) show clearly that they are ITRS and VTRS, respectively.

- By using the GM, maximum GM values and percentage of DMUs, TRTS of all cases are displayed in the second and the third columns of Figure 3. The first column shows the original data, the second and third columns display the cases’ TRTS in the increasing and decreasing sections of the frontier, respectively.

4.2 The real dataset; Maskan bank

To study the results of the proposed method, the real dataset of Maskan bank incorporated in 1979 is used. Its basic mission as a specialized bank is to support the development of housing and construction activities of the government and private sectors in Iran. Its total employees is about 10,860. The dataset includes the information of 1213 branches, which are subdivided into 37 management codes. The number of branches in each management code ranges from 9 to 85. For each branch, there are two inputs: personnel costs and location index and, three outputs: resources, expenses, and services. The personnel costs are normalized to 1,000,000. TRTS of this dataset is subjectively identified to be increasing.

Applying the angles method and the maximum angles method for each dataset requires that the number of DMUs to be at least equal to 3×(number of inputs+number of outputs). So, we applied the angles method and the maximum angles method for the management codes with at least 15 branches. For each management code and all the branches— which is represented by “All” in the first row—, the GM values (GM), the percentage of DMUs (Num), and the maximum GM values (GM−M) are obtained in both sections of the frontier represented in Table 3.

Regarding Table 3, we mention some points:

- For all the subdivisions except codes 228 and 256, the percentage of DMUs in the decreasing section of the frontier is less than 10. Therefore, TRTS of all of the divisions except these two codes, are nondecreasing.

- The percentage of DMUs in the increasing section of the frontier for all the divisions ranges from 16.7 to 69. Therefore, the angles in the increasing section of the frontier are not negligible.
For management codes 225, 242, and 245, the number of DMUs in the decreasing section is negligible. Moreover, their angles in the increasing section of the frontier are absolutely less than 10°. Thus, their TRTS are constant.

The angles in the increasing section of the frontier for management codes 219, 224, and 249 are a bit less than 10°. So, the increasing feature of their TRTS is weak.

Regarding the percentage of DMUs and the angles in the increasing and decreasing sections of the frontier for management codes 228 and 256, these two codes are VTRS.

For all the divisions except the management codes 219, 224, 225, 228, 242, 245, 249, and 256, the angles in the increasing section of the frontier, range from 10.0° to 22.05°, which represent that their TRTS are increasing.

TRTS of the entire branches; that is, "All", and most of the management codes are increasing.

By using the GM and maximum GM values, we can display TRTS of each management code. Here, TRTS of "All" and management code 211 are displayed in Figure 4.

From Figure 4, it can be seen that for both cases, there is a large angle from CTRS frontier in the decreasing section of the frontier. However, the narrow line shows that this large angle is inconsiderable.

5 Conclusion

Recently, the angles method, which is a heuristic method based on data mining, has been proposed for identifying a dataset’s TRTS. In this paper, we extended the angles method by proposing the maximum angles method to measure the maximum deviation from CTRS assumption. We use the angles and the maximum angles for heuristically visualizing TRTS in a two-dimensional space. The methods are validated by 6 one input/one output cases. Also, these methods are applied for the dataset of Maskan bank of Iran. The results showed that all bank branches and the most of the management codes are ITRS. Moreover, the dataset of two cases are depicted in a two-dimensional space by the obtained results.
Table 3: The results of the angles method and the maximum angles method for Maskan bank dataset

<table>
<thead>
<tr>
<th>Code</th>
<th>DMUs</th>
<th>$N_{um}$ (%)</th>
<th>$GM$ (°)</th>
<th>$GM^{-M}$ (°)</th>
<th>$N_{um}$ (%)</th>
<th>$GM$ (°)</th>
<th>$GM^{-M}$ (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>1213</td>
<td>66.2</td>
<td>15.6</td>
<td>44.1</td>
<td>3.4</td>
<td>12.3</td>
<td>57.1</td>
</tr>
<tr>
<td>211</td>
<td>85</td>
<td>53.8</td>
<td>13.3</td>
<td>40.4</td>
<td>5.1</td>
<td>17.6</td>
<td>51.8</td>
</tr>
<tr>
<td>212</td>
<td>63</td>
<td>63.5</td>
<td>14.4</td>
<td>39.4</td>
<td>1.9</td>
<td>4.5</td>
<td>49.7</td>
</tr>
<tr>
<td>214</td>
<td>68</td>
<td>51.5</td>
<td>12.4</td>
<td>42</td>
<td>1.5</td>
<td>19.0</td>
<td>43.1</td>
</tr>
<tr>
<td>215</td>
<td>38</td>
<td>69.0</td>
<td>19.2</td>
<td>47.9</td>
<td>0.0</td>
<td>–</td>
<td>48.5</td>
</tr>
<tr>
<td>216</td>
<td>69</td>
<td>35.5</td>
<td>15.4</td>
<td>34.8</td>
<td>6.5</td>
<td>8.0</td>
<td>48.7</td>
</tr>
<tr>
<td>217</td>
<td>48</td>
<td>58.1</td>
<td>22.0</td>
<td>46.5</td>
<td>0.0</td>
<td>–</td>
<td>41.4</td>
</tr>
<tr>
<td>218</td>
<td>83</td>
<td>46.2</td>
<td>19.0</td>
<td>45.7</td>
<td>0.0</td>
<td>–</td>
<td>34.6</td>
</tr>
<tr>
<td>219</td>
<td>51</td>
<td>23.4</td>
<td>9.6</td>
<td>30.8</td>
<td>4.3</td>
<td>7.6</td>
<td>48.9</td>
</tr>
<tr>
<td>221</td>
<td>47</td>
<td>52.4</td>
<td>12.8</td>
<td>33.9</td>
<td>2.4</td>
<td>0.9</td>
<td>55.7</td>
</tr>
<tr>
<td>222</td>
<td>47</td>
<td>43.2</td>
<td>15.1</td>
<td>39.2</td>
<td>0.0</td>
<td>–</td>
<td>9.3</td>
</tr>
<tr>
<td>224</td>
<td>49</td>
<td>40.9</td>
<td>9.6</td>
<td>34.1</td>
<td>0.0</td>
<td>–</td>
<td>6.5</td>
</tr>
<tr>
<td>225</td>
<td>28</td>
<td>53.3</td>
<td>7.5</td>
<td>30</td>
<td>6.7</td>
<td>19.4</td>
<td>59.4</td>
</tr>
<tr>
<td>226</td>
<td>45</td>
<td>45.0</td>
<td>16.1</td>
<td>48.1</td>
<td>0.0</td>
<td>–</td>
<td>39.9</td>
</tr>
<tr>
<td>227</td>
<td>19</td>
<td>44.4</td>
<td>17.4</td>
<td>48.7</td>
<td>0.0</td>
<td>–</td>
<td>27.8</td>
</tr>
<tr>
<td>228</td>
<td>34</td>
<td>20.0</td>
<td>17.6</td>
<td>35.3</td>
<td>20.0</td>
<td>9.9</td>
<td>35.4</td>
</tr>
<tr>
<td>229</td>
<td>25</td>
<td>61.1</td>
<td>17.7</td>
<td>40.2</td>
<td>0.0</td>
<td>–</td>
<td>37.9</td>
</tr>
<tr>
<td>241</td>
<td>25</td>
<td>16.7</td>
<td>11.7</td>
<td>46.2</td>
<td>0.0</td>
<td>–</td>
<td>38.6</td>
</tr>
<tr>
<td>242</td>
<td>24</td>
<td>46.7</td>
<td>7.4</td>
<td>24.4</td>
<td>0.0</td>
<td>–</td>
<td>33.6</td>
</tr>
<tr>
<td>244</td>
<td>24</td>
<td>47.1</td>
<td>12.3</td>
<td>26.2</td>
<td>0.0</td>
<td>–</td>
<td>17.1</td>
</tr>
<tr>
<td>245</td>
<td>22</td>
<td>50.0</td>
<td>6.2</td>
<td>21.7</td>
<td>0.0</td>
<td>–</td>
<td>34.4</td>
</tr>
<tr>
<td>246</td>
<td>20</td>
<td>44.4</td>
<td>10.0</td>
<td>37</td>
<td>0.0</td>
<td>–</td>
<td>31.0</td>
</tr>
<tr>
<td>247</td>
<td>19</td>
<td>50.0</td>
<td>15.0</td>
<td>39.8</td>
<td>0.0</td>
<td>–</td>
<td>18.7</td>
</tr>
<tr>
<td>248</td>
<td>29</td>
<td>50.0</td>
<td>11.5</td>
<td>25.9</td>
<td>0.0</td>
<td>–</td>
<td>26.2</td>
</tr>
<tr>
<td>249</td>
<td>21</td>
<td>20.0</td>
<td>9.6</td>
<td>31.7</td>
<td>0.0</td>
<td>–</td>
<td>27.7</td>
</tr>
<tr>
<td>252</td>
<td>50</td>
<td>40.0</td>
<td>12.7</td>
<td>43.5</td>
<td>6.7</td>
<td>31.0</td>
<td>39.1</td>
</tr>
<tr>
<td>254</td>
<td>21</td>
<td>50.0</td>
<td>18.6</td>
<td>53.5</td>
<td>0.0</td>
<td>–</td>
<td>38.3</td>
</tr>
<tr>
<td>255</td>
<td>17</td>
<td>28.6</td>
<td>11.4</td>
<td>23.9</td>
<td>0.0</td>
<td>–</td>
<td>17.1</td>
</tr>
<tr>
<td>256</td>
<td>22</td>
<td>22.2</td>
<td>11.7</td>
<td>35.7</td>
<td>11.1</td>
<td>18.0</td>
<td>61.6</td>
</tr>
<tr>
<td>264</td>
<td>49</td>
<td>42.9</td>
<td>14.9</td>
<td>45.1</td>
<td>0.0</td>
<td>–</td>
<td>19.5</td>
</tr>
</tbody>
</table>
Figure 4: Displaying TRTS in the increasing and the decreasing sections of the frontier for all branches (“All”) and management code 211. The horizontal and the vertical coordinates are the input and output, respectively.
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Explicit and implicit schemes for fractional–order Hantavirus model

Mevlüde Yakut Ongun* and Damla Arslan

Abstract

In this paper, the fractional–order form of a mouse population model is introduced. Some explicit and implicit schemes, which are Theta methods and nonstandard finite difference (NSFD) schemes, are implemented to give a numerical solution of nonlinear ordinary differential equation system named Hantavirus epidemic model. These methods are compared and discussed that the method preserves the positivity properties of the integer order system. The numerical solutions are illustrated by means of some graphs. Numerical results of explicit and implicit methods denote that these methods are easy and accurate when applied to fractional–order Hantavirus model.

Keywords: Explicit and implicit methods; Theta method; Nonstandard finite difference scheme; Fractional–order nonlinear differential equation systems; Mouse population model.

1 Introduction

Although fractional calculus has a long history, its applications to natural science are just a recent focus of interest. The description of some phenomena is more accurate when the fractional derivative is used. In many scientific area specially in physics, chemistry, and engineering, the fractional differential equations (FDEs) become a popular subject, which are increasingly used to model problems in a number of research areas including dynamical systems, mechanical systems, signal processing, electronic circuit theory, control theory, chaos synchronization, mechanics, seismology, and many others.
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Some of these studies may be found in [3] and [35]. Lots of books written by the authors Podlubny [30], Lubich [19], Miller and Ross [24], Oldham and Spainer [28], Diethelm et al. [8], Samko et al. [34] played a significant role to understand the subject of FDEs and gave some methods for solutions.

Several methods, which are the Adams–Moulton method [14], [12], the homotopy perturbation method [26], the Adomian decomposition method [25], [20], the variational iteration method [36], the differential transform method [3], [11], the operational method [26], the predictor corrector methods [11], [8], [13], the product integration rules [17], [38], nonstandard finite difference scheme [29] have been used to solve FDEs. Numerical solution methods are frequently referred to as being explicit or implicit. These situations are being encountered numerical solutions of FDEs and equation systems.

The first and important study, which is relevant with Hantavirus model, is given by [2]. The stability analysis of model, which is discretized with nonstandard finite difference scheme, is given by [3], [4]. Further, variational iteration method [16], exponential matrix method (EMM) [39], multistage differential transformation method [17] have been used to solve Hantavirus model and FDE solutions of this model studied by [31], [37].

The effect of the environmental parameter on the Hantavirus infection through a fractional–order SI model was studied by Rida et al. (2012). They presented a fractional–order model of the Hantavirus infection in terms of simple differential equations involving the mice population. They studied that the effect of changes in ecological conditions and diversity of habitats can be observed by varying the value of the environmental parameter \( k \). They used a generalized Euler method (GEM) to obtain an analytic approximate solution of the model [37].

In this paper, new numerical methods determined for fractional–order nonlinear differential equation model known as Hantavirus epidemic model. These model based on a nonlinear differential equation of order \( p \), where \( p \) is a constant in range \( 0 < p < 1 \). Some explicit and implicit methods such as theta method and nonstandard finite difference schemes are studied for the numerical solution of the fractional–order model. Especially the purpose of the studying to these two methods that both methods are more general face of classical methods and both methods allow to some arbitrary choice.

The following model is given in [2] has been used in the study of Hantavirus epidemics:

\[
\frac{dM_s}{dt} = bM - cM_s - \frac{M_sM_I}{K} - aM_sM_I, \\
\frac{dM_I}{dt} = -cM_I - \frac{M_I M_s}{K} + aM_sM_I, 
\]

where

\( M_s \): the population of susceptible mice \((M_s \geq 0)\),
\( M_I \): the population of infected mice \((M_I \geq 0)\),
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The birth rate,
c: the death rate,
K: the carrying capacity of the environment.

In this model, mice movement as a process of diffusion is ignored and whole population is composed of two cases of mice, susceptible and infected. For the systems (3), the total population \( M = M_s + M_I \) satisfying the logistic differential equation

\[
\frac{dM}{dt} = (b - c)M - \frac{M^2}{K}. \tag{2}
\]

The carrying capacity for the total population is \( M^* = (b - c)K \). The critical value of the carrying capacity is

\[
K_c = \frac{b}{a(b - c)}.
\]

Let us \( M_s = x, M_I = y \) in equation (3),

\[
\begin{align*}
\frac{dx}{dt} &= (b - c)x + by - \frac{x^2}{K} - \left( \frac{1 + aK}{K} \right) xy, \\
\frac{dy}{dt} &= -cy - \frac{y^2}{K} - \left( \frac{1 - aK}{K} \right) xy.
\end{align*} \tag{3}
\]

The dynamics of the continuous system (3) have been given in [2, 3, 4] as the following:

i) If \( b \leq c \), then the system has a unique equilibrium \((0,0)\), and it is globally asymptotically stable.

ii) If \( b > c \) and \( K \leq \frac{b}{a(b - c)} \), then the system has two equilibria: \((0,0)\), which is unstable, and \((K(b - c), 0)\), which is globally asymptotically stable.

iii) If \( b > c \) and \( K > \frac{b}{a(b - c)} \), then the system has three equilibria: \((0,0)\) and \((K(b - c), 0)\), which are unstable; and \((\frac{b}{a}, K(b - c) - \frac{b}{a})\), which is globally asymptotically stable.

In this article, the fractional-order Hantavirus model examined, which given as below:

\[
\begin{align*}
^{C}D_{0^+}^px(t) &= (b - c)x(t) + by(t) - \frac{x(t)^2}{K} - \left( \frac{1 + aK}{K} \right) x(t)y(t), \\
^{C}D_{0^+}^py(t) &= -cy(t) - \frac{y(t)^2}{K} - \left( \frac{1 - aK}{K} \right) x(t)y(t), \\
x(0) &= x_0, \quad y(0) = y_0.
\end{align*}
\]
where noninteger derivative is defined as the Caputo derivative. The fractional-order equation system is introduced and denoted that this model has a unique solution with given initial conditions while \( t \geq 0 \). Some explicit and implicit schemes are implemented to study the dynamics behaviors of fractional order Hantavirus epidemic system. Some numerical solutions illustrated by means of some graphs are provided in next sections.

2 Fractional derivatives

On this section, some definitions and relationship of fractional order integration and fractional-order differentiation mentioned [29].

The Grünwald–Letnikov (GL) operator of order \( p > 0 \) is defined as

\[
GL D^p_{t_0} f(t) = \lim_{N \to \infty} h^{-p}_N \sum_{j=0}^{N} w_j^{(p)} f(t - jh_N)
\]

with

\[
w_j^{(p)} = (-1)^j \binom{p}{j} = \frac{\Gamma(j - p)}{\Gamma(-p)\Gamma(j + 1)}.
\]

Note that the weights \( w_j^{(p)} \) are the coefficient in the power series expansion of \((1 - \xi)^p\); that is,

\[
(1 - \xi)^p = \sum_{j=0}^{\infty} w_j^{(p)} \xi^j
\]

and they can be evaluated recursively by means of the recurrence

\[
w_0^{(p)} = 1, \quad w_j^{(p)} = \left( 1 - \frac{1+p}{j} \right) w_{j-1}^{(p)}, \quad j = 1, 2, \ldots \quad (4)
\]

The relationship between Riemann–Liouville (RL) and Caputo definitions is

\[
c D^p_{t_0} f(t) = RL D^p_{t_0} \left( f(t) - T_{m-1}[f; t_0] \right),
\]

where \( T_{m-1}[f; t_0] \) is the \((m-1)\)th degree Taylor polynomial for \( f \) centered at \( t_0 \)

\[
T_{m-1}[f; t_0](t) = \sum_{k=0}^{m-1} \frac{t^k}{k!} f^{(k)}(t_0).
\]

While, \( 0 < p < 1 \), it is \( m = 1 \) and \( T_0[f; t_0](t) = f(t_0) \). Thus, we obtained

\[
c D^p_{t_0} f(t) = RL D^p_{t_0} (f(t) - f(t_0)).
\]
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Under suitable assumptions of regularity, the RL and GL operators coincide; that is,

$$ RL_{t_0} D^p_t f(t) = GL_{t_0} D^p_t f(t). $$

A consequence of the above two points is that in general

$$ C D^p_{t_0} f(t) = GL_{t_0} D^p_t (f(t) - T_{m-1}[f; t_0]), $$

and while $0 < p < 1$ it is

$$ C D^p_{t_0} f(t) = GL_{0^+} (f(t) - f(t_0)). $$ (5)

In case it used in differential equations of fractional order, the Caputo definition is preferable since it allows the couple the equation with initial conditions of classical type (i.e., initial condition of Cauchy type). In this way we can obtain

$$ \begin{cases} 
C D^p_{t_0} f(t) = f(t, y(t)), \\
y(t_0) = y_0.
\end{cases} $$

In case we use the RL definition; we can couple different initial conditions, as

$$ \begin{cases} 
RL_{t_0} D^p_t f(t) = f(t, y(t)), \\
\lim_{t \to t_0^+} J^{1-p}_{t_0} y(t) = b_1,
\end{cases} $$

which does not have a clear physical meaning. Therefore, they are not useful for practical applications.

**Lemma 1.** Let $0 < p < 1$, and let $w_j^{(p)}$ be the coefficients in the power series expansion of $(1 - \xi)^p$ given in $w_j^{(p)}$. Then for any $n = 1, 2, \ldots$,

a) $-1 < w_1^{(p)} < 0$,

b) $0 < w_1^{(p-1)} < 1$.

**Proof.** The proof is an immediate consequence of the recursive relationship stated in (5).

3 Fractional order Hantavirus epidemics

In this section, the fractional order applied in the model of Hantavirus epidemics [2]. The new system is given as the set of fractional differential equations (FDEs):
\[ C D^p_0 x(t) = (b - c)x(t) + by(t) - \frac{x(t)^2}{K} - \left( \frac{1 + aK}{K} \right) x(t)y(t), \]
\[ C D^p_0 y(t) = -cy(t) - \frac{y(t)^2}{K} - \left( \frac{1 - aK}{K} \right) x(t)y(t), \]
\[ x(0) = x_0, \quad y(0) = y_0, \]
where \( C D^p_0 \) denotes the fractional derivative operator, with respect to the origin, according to Caputo’s definition [30] and \( x(t) \) and \( y(t) \) are activator and inhibitor variables. The fractional derivatives are used to describe nonhomogeneous character of the ecosystems, with respect to the presence of competitors. The parameter \( p \) denotes the density of competitor species in the system. The reason, to use fractional order differential equations (FODE), is to be naturally related with systems with memory, which exists in most biological systems. Also FODE are closely related to fractals, which are abundant in biological systems [17]. The results derived from the fractional system (3) and (4) are more general nature.

When the power exponent is \( p = 1 \), this corresponds to equation (3) and varies competitor’s populations when \( 0 < p < 1 \). While \( p > 1 \), the density of competitor or alien species will increase in the populations [1]. The stability analysis given by the study of [29].

For non-negative solutions, denote \( \mathbb{R}^2_+ = \{ x \in \mathbb{R}^2 \mid x \geq 0 \} \), and let \( x(t) = (X, Y)^T \). To prove the main theorem, we need following lemma and corollary given by [9,27].

**Lemma 2** (Generalized Mean Value Theorem). Suppose that \( f(x) \in C[a,b] \) and \( D^p_a f(x) \in C[a,b] \) for \( 0 < p \leq 1 \); then we have
\[ f(x) = f(a) + \frac{1}{\Gamma(p)} (D^p_a f) (\xi)(x-a)^p \]
with \( a \leq \xi \leq x \) for all \( x \in [a,b] \).

**Corollary 1.** Suppose that \( f(x) \in C[a,b] \) and \( D^p_a f(x) \in C[a,b] \) for \( 0 < p \leq 1 \). If \( D^p_a f(x) \geq 0 \), for all \( x \in (a,b) \), then \( f(x) \) is nondecreasing for each \( x \in [a,b] \). If \( D^p_a f(x) \leq 0 \), for all \( x \in (a,b) \), then \( f(x) \) is nonincreasing for each \( x \in [a,b] \).

**Theorem 1.** There is a unique solution \( x(t) = (X,Y)^T \) to equation (6) with initial condition (7) on \( t \geq 0 \), and the solution will remain in \( \mathbb{R}^2_+ \). Furthermore, \( X \) and \( Y \) are all bounded by \( K_c \).

**Proof.** We know that the solution on \( (0,\infty) \) solving the initial value problem (6)–(7) is not only existence but also unique [15].

From equation (6), we find
\[ D^p X \big|_{X=0} = bY \geq 0, \ D^p Y \big|_{Y=0} = 0. \]

By Corollary 1, the solution will remain in \( \mathbb{R}^2_+ \). From [2], \( X \) and \( Y \) are bounded by \( K_c \).

To evaluate the equilibrium points, let \( D^p x = 0 \) and \( D^p y = 0 \). Then \( E_0 = (0, 0), E_1 = (K(b-c), 0), \) and \( E_2 = \left( \frac{b}{a}, K(b-c) - \frac{b}{a} \right) \) are the equilibrium points. To give more detail about the local behavior near the equilibria, we find the Jacobian matrix of equation (8) at each equilibrium point:

\[ J(E_0) = \begin{pmatrix} b - c & b \\ 0 & -c \end{pmatrix}, \quad J(E_1) = \begin{pmatrix} -(b - c) & c - aK(b - c) \\ 0 & -b + aK(b - c) \end{pmatrix} \]

and

\[ J(E_2) = \begin{pmatrix} -aK(b - c) + b(1 - \frac{1}{\alpha K}) & -\frac{b}{aK} + c \\ aK(b - c) + \frac{b}{\alpha K} - 2b + c & -b(1 - \frac{a}{\alpha K}) + c \end{pmatrix}. \]

The equilibrium point \( E_0 \) is locally asymptotically stable, if all of the eigenvalues \( \lambda_i \ (i = 1, 2) \) of the Jacobian matrix \( J(E_i) \) for \( i = 0, 1, 2 \) satisfy the following condition [10, 21]:

\[ |\arg(\lambda_i)| > \frac{\pi}{2}. \tag{8} \]

The eigenvalues of \( J(E_0) \) are \( \lambda_1 = (b - c) \) and \( \lambda_2 = -c \). If \( b \geq c \), then \( \arg(\lambda_1) = 0, \arg(\lambda_2) = \pi, \) and \( E_0 \) is unstable. If \( b < c, \arg(\lambda_1) = \arg(\lambda_2) = \pi, \) and equation (8) is correct, then \( E_0 \) is asymptotically stable.

Now consider the case \( b > c \) and the equilibrium point \( E_1 \). The eigenvalues of \( J(E_1) \) are \( \lambda_1 = -(b - c) \) and \( \lambda_2 = -b + aK(b - c) \). If \( K < K_c, \arg(\lambda_2) = \pi, \) thus \( E_1 \) is asymptotically stable. If \( K > K_c, \) then \( E_1 \) is unstable. Finally, consider the case \( b > c \) for the equilibrium point \( E_2 \). If \( K > K_c, \) then \( \lambda_1 = -(b - c) \) and \( \lambda_2 = b - aK(b - c) \) are negative eigenvalues and \( \arg(\lambda_1) = \arg(\lambda_2) = \pi; \) consequently, \( E_2 \) is asymptotically stable.

4 Theta method for fractional order models

In this section, theta method (\( \theta \ -method \)) is described and studied for the numerical solution of fractional-order equation systems by the way of Hantavirus model. Theta method is known as the weighted method and general form given by

\[ D^p y(t_n) = \theta f(t_n, y_n) + (1 - \theta) f(t_{n-1}, y_{n-1}) \tag{9} \]
while $\theta \in [0, 1]$. There are two specific values of $\theta$: while $\theta = 0$, we obtain the forward explicit Euler method and while $\theta = 1$ yields forward implicit Euler method. Note that $\theta = \frac{1}{2}$ in (11) corresponds the so-called mid–point rule and trapezoidal rule, respectively.

For numerical computation the Grünwald–Letnikov (GL) operator is truncated; we fixed a step–size $h > 0$ and $t_n = t_0 + nh, N = (T - t_0)/h$.

We put the left–hand–side with the forward discrete derivative with

$$h^{-p} \sum_{j=0}^{n} w_j^p (y_{n-j} - y_0) = \theta f(t_n, y_n) + (1 - \theta) f(t_{n-1}, y_{n-1}).$$

**Case 1.** While $\theta = 0$ on (11), in case we use it for the model equation of (1), we can get

$$
\begin{align*}
&h^{-p} \sum_{j=0}^{n} w_j^p (x_{n-j} - x_0) = (b - c)x_{n-1} + by_{n-1} - \frac{x_{n-1}^2}{K} - \left( \frac{1+aK}{K} \right) x_{n-1}y_{n-1}, \\
&h^{-p} \sum_{j=0}^{n} w_j^p (y_{n-j} - y_0) = -cy_{n-1} - \frac{y_{n-1}^2}{K} - \left( \frac{1-aK}{K} \right) x_{n-1}y_{n-1}.
\end{align*}
$$

Here, the left–hand derivatives are Grünwald–Letnikov derivatives.

$$
\begin{align*}
\frac{\sum_{j=0}^{n} w_j^p x_{n-j} - x_0 \sum_{j=0}^{n} w_j^p}{h^p} &= (b - c)x_{n-1} + by_{n-1} - \frac{x_{n-1}^2}{K} - \left( \frac{1+aK}{K} \right) x_{n-1}y_{n-1}, \\
\frac{\sum_{j=0}^{n} w_j^p y_{n-j} - y_0 \sum_{j=0}^{n} w_j^p}{h^p} &= -cy_{n-1} - \frac{y_{n-1}^2}{K} - \left( \frac{1-aK}{K} \right) x_{n-1}y_{n-1}.
\end{align*}
$$

In case we leave $x_n$ and $y_n$ alone on the left side,

$$
\begin{align*}
x_n &= h^p \left[ (b - c)x_{n-1} + by_{n-1} - \frac{x_{n-1}^2}{K} - \left( \frac{1+aK}{K} \right) x_{n-1}y_{n-1} \right] \\
&\quad - \sum_{j=1}^{n} w_j^{(p)} x_{n-j} + w_n^{(p-1)} x_0, \\
y_n &= h^p \left[ -cy_{n-1} - \frac{y_{n-1}^2}{K} - \left( \frac{1-aK}{K} \right) x_{n-1}y_{n-1} \right] - \sum_{j=1}^{n} w_j^{(p)} y_{n-j} - w_n^{(p-1)} y_0.
\end{align*}
$$

(10)

Since $w_1^{(\alpha)} = -p$, we obtain

$$
\overline{x}_{n-1} = w_1^{(p-1)} x_0, \quad n = 1 \quad \text{and} \quad w_1^{(p-1)} x_0 - \sum_{j=2}^{n} w_j^{(p)} x_{n-j}, \quad n \geq 2,
$$
and similarly we can say for $\bar{y}_{n-1}$. While

$$\begin{align*}
\begin{cases}
  w_n^{(p-1)} x_0 - X_n = \bar{x}_{n-1} + px_{n-1}, \\
  w_n^{(p-1)} y_0 - Y_n = \bar{y}_{n-1} + py_{n-1},
\end{cases}
\end{align*}$$

and

$$X_n = \sum_{j=1}^{n} w_j^{(p)} x_{n-j}, \quad Y_n = \sum_{j=1}^{n} w_j^{(p)} y_{n-j}.$$  

We get (11) in the equations system (10), and we obtain iteration equations as:

$$\begin{align*}
\begin{cases}
  x_n = \bar{x}_{n-1} + px_{n-1} + h^p \left( (b - c)x_{n-1} + by_{n-1} - \frac{x_n^{2}}{\alpha} \right) - \left( \frac{1+aK}{K} \right) x_{n-1}y_{n-1}, \\
  y_n = \bar{y}_{n-1} + py_{n-1} + h^p \left[ -cy_{n-1} - \frac{y_n^{2}}{K} - \left( \frac{1-aK}{K} \right) x_{n-1}y_{n-1} \right].
\end{cases}
\end{align*}$$

Case 2. While $\theta = 1$ on (3), use it for Equation (9), we obtain implicit form

$$\begin{align*}
\begin{cases}
  h^{-p} \sum_{j=0}^{n} w_j^{(p)} (x_{n-j} - x_0) = (b - c)x_n + by_n - \frac{x_n^{2}}{K} - \left( \frac{1+aK}{K} \right) x_n y_n, \\
  h^{-p} \sum_{j=0}^{n} w_j^{(p)} (y_{n-j} - y_0) = -cy_n - \frac{y_n^{2}}{K} - \left( \frac{1-aK}{K} \right) x_n y_n.
\end{cases}
\end{align*}$$

In case we leave $x_n$ and $y_n$ alone on the left side,

$$\begin{align*}
\begin{cases}
  x_n - h^p \left[ (b - c)x_n + by_n - \frac{x_n^{2}}{K} - \left( \frac{1+aK}{K} \right) x_n y_n \right] + X_n - w_n^{(p-1)} x_0 = 0, \\
  y_n - h^p \left[ -cy_n - \frac{y_n^{2}}{K} - \left( \frac{1-aK}{K} \right) x_n y_n \right] + Y_n - w_n^{(p-1)} y_0 = 0.
\end{cases}
\end{align*}$$

While system has implicit form, Newton–Raphson method needed to solve implicit system by converting to explicit form. Here, the implicit form, $x_n$ and $y_n$ connected to the explicit form of the first equation to be able to resort to Newton–Raphson method:

$$\begin{align*}
\begin{cases}
  f(z) = z + X_n - w_n^{(p-1)} x_0 - h^p \left[ (b - c)z + bu - \frac{z^2}{K} - \left( \frac{1+aK}{K} \right) zu \right], \\
  g(u) = u + Y_n - w_n^{(p-1)} y_0 - h^p \left[ -cu - \frac{u^2}{K} - \left( \frac{1-aK}{K} \right) zu \right].
\end{cases}
\end{align*}$$
Regarding to Newton–Raphson method, iterative equations as:

$$z_{i+1} = z_i - \frac{f(z_i)}{f'(z_i)}, \quad i = 0, 1, \ldots, n,$$

$$u_{i+1} = u_i - \frac{g(u_i)}{g'(u_i)}, \quad i = 0, 1, \ldots, n.$$ 

Here, we can write initial estimations as $z_0 = x_{n-1}$ and $u_0 = y_{n-1}$. Thus we obtain

$$
\begin{align*}
    z_{i+1} &= z_i - \frac{z_i - x_{n-1} - px_0 - h^p \left( (b-c)z_i + bu_i - \frac{r^2}{\alpha} + \left( \frac{1+aK}{\alpha} \right) z_i u_i \right)}{1 - h^p \left( (b-c) - \frac{r^2}{\alpha} - \left( \frac{1+aK}{\alpha} \right) u_i \right)}, \\
    u_{i+1} &= u_i - \frac{u_i - y_{n-1} - pu_0 - h^p \left[ -cu_i - \frac{r^2}{\alpha} - \left( \frac{1+aK}{\alpha} \right) z_i \right]}{1 - h^p \left[ -c - \frac{r^2}{\alpha} - \left( \frac{1+aK}{\alpha} \right) z_i \right]},
\end{align*}

(13)
$$

5 Nonstandard difference schemes methods for fractional order Hanta model

In this section, we proposed and discussed some NSFD schemes to discretize the fractional order nonlinear system (6). NSFD schemes applied in combination with the truncation of the GL operator. NSFD schemes were firstly proposed by Mickens for Ordinary Differential Equations and successively studied, for instance, in [22, 23]. The stability analysis of model which is discretized with nonstandard finite difference scheme is given by [11, 16].

Case 1: As a first nonstandard scheme, for discretization we make the replacement of the nonlinear term in the right-hand side of (6) by means of $x(t) \rightarrow x(t_{n-1})$, $y(t) \rightarrow y(t_{n-1})$, $x^2(t) \rightarrow x(t_n)x(t_{n-1})$, $x(t)y(t) \rightarrow x(t_n)y(t_{n-1})$.

Since $w^p_1 = 1$, the discretized model is

$$
\begin{align*}
    x_n + X_n - w^{p-1}_n x_0 &= \phi(h) X, \\
    y_n + Y_n - w^{p-1}_n y_0 &= \phi(h) Y,
\end{align*}
$$

which seem as explicit form and $\phi(h)$ is a denominator function and could be selected in a different way. Here, $X_n, Y_n, X$ and $Y$ are defined as:

$$
X_n = \sum_{j=1}^{n} w_j^{(p)} x_{n-j}, \quad Y_n = \sum_{j=1}^{n} w_j^{(p)} y_{n-j},
$$
We proceed by induction on \( n \).

For any \( x \), the schemes have the iterations implicit form:

\[
\begin{align*}
\dot{X} &= (b - c)x_{n-1} + by_{n-1} - \frac{(x_{n-1} + y_{n-1})x_n}{K} - ax_ny_{n-1}, \\
\dot{Y} &= -cy_{n-1} - \frac{(x_{n-1} + y_{n-1})y_n}{K} - ax_ny_{n-1},
\end{align*}
\]

where \( x_n = K\left(\phi(h)(b-c)x_{n-1} + \phi(h)by_{n-1} - X_n + w_{n-1}^{p-1}x_0\right) \)

and \( y_n = K\left(-\phi(h)cy_{n-1} - a\phi(h)x_ny_{n-1} - Y_n + w_{n-1}^{p-1}y_0\right) \).

The result of explicit nonstandard finite differences scheme is

\[
\begin{align*}
x_n &= K\left(\tilde{x}_{n-1} + (b-c)\tilde{x}_{n-1} + h\phi(h)(x_{n-1} + y_{n-1})\right) \\
y_n &= K\left(\tilde{y}_{n-1} + (b-c)\tilde{y}_{n-1} + a\phi(h)x_ny_{n-1}\right)
\end{align*}
\]

where we selected \( \phi(h) = \left(\frac{\exp(h(b-c)) - 1}{b-c}\right)^p \). In [32, 33], authors have chosen \((xy) \to x(t+h)y(t), x^2 \to x(t)x(t+h)\) and \(y^2 \to y(t)y(t+h)\) for discretization.

**Proposition 1.** Let \( a, b, c, K > 0, b \leq c \), and let step size \( 0 < h \leq (p/c)^{1/p} \) for the schemes have the iterations \( x_n, y_n \) given by the non-negative schemes for any \( x_0 \geq 0 \) and \( y_0 \geq 0 \).

**Proof.** We proceed by induction on \( n \).

**Case 2:** In the second nonstandard scheme we use the replacement \( x(t) \to x(t_n), y(t) \to y(t_n), x^2(t) \to x(t_n)x(t_n) \), \( x(t)y(t) \to x(t_n)y(t_n) \).

By operating in a similar way as in the previous case for system [E] , we can see that is implicit form:

\[
\begin{align*}
x_n + X_n - w_n^{p-1}x_0 &= \phi(h)^X, \\
y_n + Y_n - w_n^{p-1}y_0 &= \phi(h)^Y,
\end{align*}
\]

\[
\begin{align*}
\dot{X} &= (b - c)x_n + by_n - \frac{(x_n + y_n)x_n}{K} - ax_ny_n, \\
\dot{Y} &= -cy_n - \frac{(x_n + y_n)y_n}{K} - ax_ny_n.
\end{align*}
\]

If we leave alone to \( x_n \) on the left side and \( y_n \) on the right side, we obtain implicit form:

\[
\begin{align*}
x_n - \phi(h)^X + X_n - w_n^{p-1}x_0 &= 0, \\
y_n - \phi(h)^Y + Y_n - w_n^{p-1}y_0 &= 0.
\end{align*}
\]

While Newton–Raphson method is needed, here, the implicit form, \( x_n \) and \( y_n \) connected to the explicit form of the first equation to be able to resort to the method of Newton–Raphson, we leave alone on the left side:
\[
\begin{align*}
\{ f(z) &= z + X_n - w_n^{(p-1)} y_0 - \phi(h) \left[ (b - c)z + bu - \frac{z^2}{K} - \left( \frac{1+aK}{K} \right) zu \right], \\
g(u) &= u + Y_n - w_n^{(p-1)} u_0 - \phi(h) \left[ -cu - \frac{u^2}{K} - \left( \frac{1-aK}{K} \right) z u \right]. 
\end{align*}
\]

Regarding to Newton–Raphson method, the initial estimations as \( z_0 = x_{n-1} \) and \( u_0 = y_{n-1} \). In this way, we can obtain

\[
\begin{align*}
z_{i+1} &= z_i - \frac{z_i - x_{n-1} - p z_0 - \phi(h) \left[ (b-c)z_i + bu_i - \frac{z_i^2}{K} - \left( \frac{1+aK}{K} \right) z_i u_i \right]}{1 - \phi(h) \left[ (b-c) - \frac{z_i^2}{K} - \left( \frac{1+aK}{K} \right) z_i u_i \right]}, \\
u_{i+1} &= u_i - \frac{u_i - y_{n-1} - pu_0 - \phi(h) \left[ -cu_i - \frac{u_i^2}{K} - \left( \frac{1-aK}{K} \right) z_i u_i \right]}{1 - \phi(h) \left[ -c - \frac{u_i^2}{K} - \left( \frac{1-aK}{K} \right) z_i \right]}.
\end{align*}
\]

6 Numerical simulations

In this section, numerical simulations of fractional–order Hantavirus model are presented by the solution of Theta method and NSFD schemes that are explicit and implicit form. We choose \( a = 0.1, b = 1, \) and \( c = 0.5 \) as used by study of [2]. The initial values is considered as \( (x_0, y_0) = (25, 15) \); we fixed a step–size \( h = 0.01 \) and \( N = 2000 \). Various denominator functions listed in [20], we took into account the \( \phi(h) = \left( \frac{\exp(h(b-c))-1}{b-c} \right)^p \). We choose \( p = 1 \) in Figure 11, \( p = 0.6 \) in Figure 12, \( p = 0.3 \) in Figure 13, \( p = 1 \) in Figure 14, and \( (x_0, y_0) = (10, 10) \) and \( K = 20 \) used in Figure 15. In Figures 11-14, the top graphs in order of left–to–right are theta explicit and theta implicit methods, the bottom graphs in order of left–to–right are NSFD explicit and NSFD implicit methods. Figure 16 shows that for \( p = 1, \ a = 0.1, \ b = 1, \ c = 0.5 \) for \( x(t) \), relative errors between numerical schemes and exponential matrix method in [14]. All figures denoted the results of the simulation based on equation systems (12), (13), (14), and (15) the values are used as mentioned above. Equation systems (12), (13), (14), and (15) correspond to equations in (11).

We compared CPU times of numerical methods on the Table 4. Here, we used \( N = 1000 \) for all methods except Runge Kutta methods that we used \( N = 50 \). As we have seen in the Table 4, we can say, in case each explicit and implicit methods evaluated between oneself has not extremely difference. However we cannot say the same for the Runge Kutta. On the Table 4, we denoted qualitative results of the fixed point \( E_2 \) for different time step sizes for \( N = 1000, \ p = 1, \ (x_0, y_0) = (25, 15) \), and \( K = 40 \).
Explicit and implicit schemes for fractional-order Hantavirus model

Figure 1: For $p=1$, Theta and NSFD Schemes in explicit and implicit form:
(a) Theta-explicit    (b) Theta-implicit    (c) NSFD-explicit    (d) NSFD-implicit

Figure 2: For $p=0.6$, Theta and NSFD Schemes in explicit and implicit form:
(a) Theta-explicit    (b) Theta-implicit    (c) NSFD-explicit    (d) NSFD-implicit
Figure 3: For $p=0.3$, Theta and NSFD Schemes in explicit and implicit form:
(a) Theta–explicit  (b) Theta–implicit  (c) NSFD–explicit  (d) NSFD–implicit

Figure 4: Phase–portraits for $p = 1$, $N = 2000$, $a = 0.1$, $b = 1$, $c = 0.5$, $h = 0.01$, $(x_0, y_0) = (25, 15)$, $K = 40$
(a) Theta–explicit  (b) Theta–implicit  (c) NSFD–explicit  (d) NSFD–implicit
Figure 5: For $p = 1$, $a = 0.1$, $b = 1$, $c = 0.5$, $(x_0, y_0) = (10, 10)$, $K = 20$, for $x(t)$, relative errors between numerical schemes and exponential matrix method in [30]:

- - - - EMM and Theta-explicit

. . . . . . EMM and NSFD implicit

. . . . . . EMM and Theta-implicit

. . . . . . EMM and NSFD-explicit

Table 1: CPU times (seconds) for $(x_0, y_0) = (25, 15), h = 0.01$

<table>
<thead>
<tr>
<th>$p$</th>
<th>Theta Explicit</th>
<th>Theta Implicit</th>
<th>NSFD Explicit</th>
<th>NSFD Implicit</th>
<th>Runge Kutta</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.3</td>
<td>1.912602</td>
<td>2.216342</td>
<td>2.259337</td>
<td>1.813677</td>
<td>3.597516</td>
</tr>
<tr>
<td>0.6</td>
<td>1.909790</td>
<td>2.522203</td>
<td>2.331288</td>
<td>1.77084</td>
<td>3.6738</td>
</tr>
<tr>
<td>1</td>
<td>1.86862</td>
<td>2.273820</td>
<td>4.053474</td>
<td>1.767188</td>
<td>4.222919</td>
</tr>
</tbody>
</table>

Table 2: Qualitative results of the fixed point $E_2$ for different time step sizes for $N = 1000, P = 1, (x_0, y_0) = (25, 15), K = 40$ (Con. and Div., resp., Convergence and Divergence)

<table>
<thead>
<tr>
<th>$h$</th>
<th>Theta Explicit</th>
<th>Theta Implicit</th>
<th>NSFD Explicit</th>
<th>NSFD Implicit</th>
<th>Runge Kutta</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>Con.</td>
<td>Con.</td>
<td>Con.</td>
<td>Con.</td>
<td>Con.</td>
</tr>
<tr>
<td>0.1</td>
<td>Con.</td>
<td>Con.</td>
<td>Con.</td>
<td>Con.</td>
<td>Con.</td>
</tr>
</tbody>
</table>
7 Conclusion

In this paper, fractional–order form of the Hantavirus model is introduced. The stability of the equilibrium points is studied. Two numerical methods have been presented in the explicit and implicit form for solving fractional order Hantavirus epidemic model. When we use implicit solutions, we need to use the Newton–Raphson method to solve implicit system by converting to explicit form. For NSFD schemes, one denominator function and different nonlocal terms have been proposed, and the results have been compared with each other. As it seen clearly that explicit and implicit NSFD methods should be used ultimately depending on the choices of the nonlocal terms. On the other hand, explicit methods produce the same accuracy, but with less computational effort and time than implicit methods.
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Discrete collocation method for
Volterra type weakly singular integral
equations with logarithmic kernels

P. Mokhtary*

Abstract

An efficient discrete collocation method for solving Volterra type weakly singular integral equations with logarithmic kernels is investigated. One of features of these equations is that, in general the first derivative of solution behaves like as a logarithmic function, which is not continuous at the origin. In this paper, to make a compatible approximate solution with the exact ones, we introduce a new collocation approach, which applies the Müntz-logarithmic polynomials (Müntz polynomials with logarithmic terms) as basis functions. Moreover, since implementation of this technique leads to integrals with logarithmic singularities that are often difficult to solve numerically, we apply a suitable quadrature method that allows the exact evaluation of integrals of polynomials with logarithmic weights. To this end, we first remind the well-known Jacobi–Gauss quadrature and then extend it to integrals with logarithmic weights. Convergence analysis of the proposed scheme are presented, and some numerical results are illustrated to demonstrate the efficiency and accuracy of the proposed method.

Keywords: Discrete collocation method; Müntz-logarithmic polynomials; Quadrature method; Volterra type weakly singular integral equations with logarithmic kernels.

1 Introduction

In this paper, we develop an approximate approach to obtain the numerical solution of the following Volterra type weakly singular integral equation with logarithmic kernel
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where the continuous functions $g(x)$ and $K(x,t)$ are given and $y(x)$ is the unknown solution. Such kinds of equations arise from solution of Dirichlet’s problem for the Laplace equation in two dimensions in terms of a single-layer logarithmic potential \cite{24}, solution of the reduced wave equation in two dimensions using an integral equation with a kernel, which can be expressed as a Hankel function of order zero that this kernel, has also a logarithmic singularity \cite{25}, investigation of electrostatic and low frequency electromagnetic problems \cite{15}, methods of computing the conformal mapping of a given domain \cite{28}, solution of electromagnetic scattering problems (\cite{2}, \cite{16}), determination of propagation of acoustical and elastical waves (\cite{5}, \cite{6}), boundary value problems of plane elasticity theory for regions with a defect \cite{13}, problems of diffraction by thin screens \cite{12} and so on.

Weakly singular integral equations with logarithmic kernels are usually difficult to solve analytically; so it is necessary to provide reliable numerical techniques. There are several approximate methods proposed to obtain the numerical solution of these types of equations, which we refer to some of them. In \cite{4}, authors designed a computational meshless discrete Galerkin method to solve the second kind Fredholm integral equations with logarithmic kernels. In \cite{17}, authors developed a collocation method for the numerical solution of a special integro-differential equation with logarithmic kernel using airfoil polynomials of the first kind. A collocation method based on the periodic splines was introduced in \cite{11} to solve some logarithmic kernel integral equations on open arcs. In \cite{29}, authors studied a special integral equation with logarithmic kernel and solved it using product integration method. In \cite{14}, a piecewise Chebyshev expansion was considered to solve Volterra integral equations with logarithmic singularities in their kernels. The properties of the integro-differential equations of the convolution on a finite interval with kernel having a logarithmic singularity were studied in \cite{3}. In \cite{10}, authors investigated two numerical approaches by means of an analytical integration in the vicinity of the singular point and extraction of the singular part. A Gauss type quadrature method with a logarithmic weight function was extended to evaluate the Cauchy type integral equations with logarithmic kernels in \cite{30}.

In this paper, we design and analyze a reliable discrete collocation technique to obtain a suitable approximate solution of (1). Our strategy is based on the following two stages. From well-known existence and uniqueness theorems \cite{8}, we can see that the first derivative of the exact solution has a singularity at the origin and behaves like as a logarithmic function. Then to establish a highly accurate approximate solution, it is necessary to represent the collocation solution as a linear combination of the suitable bases functions with logarithmic asymptotic behavior like as Müntz-logarithmic
polynomials \[18\]. Since in the implementation procedure, integrals with logarithmic singularities are observed to highly accurate evaluation of them, we use a generalized Gauss type quadrature with logarithmic weight function that calculates exactly integrals of polynomials \[18\].

The reminder of this paper is organized as follows. In the next section we present the required preliminaries for our subsequent development. Here, we introduce the Müntz-logarithmic polynomials as well as the generalized Gauss quadrature method for the integrals with logarithmic weight functions. In Section 3, we explain the application of the discrete collocation method using Müntz-logarithmic polynomials to approximate the solution of (1). In Section 4, we provide a reliable convergence analysis for the proposed algorithm that justifies the $L^2$–norm of the error function tends to zero as the approximation degree tends to infinity. Section 5 devotes to our numerical illustrative and Section 6 contains our conclusions.

2 Preliminaries

In this section, we give some preliminaries that are required in the sequel.

2.1 Müntz-Logarithmic polynomials

This subsection is devoted to a brief introduction on the Müntz-logarithmic polynomials. All of the details presented in this section along with further details can be found in \[18\].

The Müntz-logarithmic polynomials are defined as

$$
M_n(x) = R_n(x) + S_n(x) \ln x, \quad n \geq 0, \quad x \in \Omega,
$$

where $R_n(x)$ and $S_n(x)$ are algebraic polynomials of degree $\lceil \frac{n}{2} \rceil$ and $\lceil \frac{n-1}{2} \rceil$, respectively; that is,

$$
R_n(x) = \sum_{i=0}^{\lceil \frac{n}{2} \rceil} r_i x^i, \quad S_n(x) = \sum_{i=0}^{\lceil \frac{n+1}{2} \rceil} s_i x^i.
$$

It is shown that these polynomials are orthogonal with respect to the weight function $w(x) = 1$. Explicit expressions of the coefficients are obtained as follows:

**Theorem 1.**

- If $n = 2m$, $m \geq 0$, we have
\[
\begin{align*}
\{ r_i & = -\binom{m + i}{m}^2 \binom{m}{i}^2 \left[ \frac{2m+1}{2i+1} + 2(m - i) \sum_{j=0, j \neq i}^{m-1} \frac{2j+1}{(j-i)(j+i+1)} \right], \\
\{ s_i & = -(m - i) \binom{m + i}{m}^2 \binom{m}{i}^2, \quad 0 \leq i \leq m - 1,
\end{align*}
\]

and
\[
\begin{align*}
\{ r_m & = \left( \frac{2m}{m} \right)^2, \quad s_m = 0.
\end{align*}
\]

- If \( n = 2m + 1, \ m \geq 0, \) we have
\[
\begin{align*}
\{ r_i & = \binom{m + i}{m}^2 \binom{m}{i}^2 \left[ \frac{2m+1}{2i+1} + 2(m + i + 1) \sum_{j=0, j \neq i}^{m} \frac{2j+1}{(j-i)(j+i+1)} \right], \\
\{ s_i & = (m + i + 1) \binom{m + i}{m}^2 \binom{m}{i}^2, \quad 0 \leq i \leq m.
\end{align*}
\]

\[\text{Proof. See [15].}\]

The first few Müntz-logarithmic polynomials are given by
\[
\begin{align*}
\mathcal{M}_0(x) & = 1, \\
\mathcal{M}_1(x) & = 1 + \ln x, \\
\mathcal{M}_2(x) & = -3 + 4x - \ln x, \\
\mathcal{M}_3(x) & = 9 - 8x + 2(1 + 6x) \ln x, \\
\mathcal{M}_4(x) & = -11 - 24x + 36x^2 - 2(1 + 18x) \ln x, \\
\mathcal{M}_5(x) & = 19 + 276x - 294x^2 + 3(1 + 48x + 60x^2) \ln x, \\
\mathcal{M}_6(x) & = -21 - 768x + 390x^2 + 400x^3 - 3(1 + 96x + 300x^2) \ln x.
\end{align*}
\]

\[\text{2.2 Jacobi–Gauss quadrature}\]

This subsection presents the mechanism of the Jacobi–Gauss quadrature \([11, 9, 27], \) which is to seek the best numerical approximation of an integral by selecting optimal nodes at which the integrand is evaluated. The \( N \)th-order Jacobi–Gauss quadrature formula \((JG)^{\alpha,\beta}\) to approximate the integral is given by
\[
\int_{-1}^{1} f(r)(1-r)^{\alpha}(1+r)^{\beta}dr \approx (JG)^{\alpha,\beta}(f) := \sum_{i=1}^{N} f(x_i^{\alpha,\beta})W_i^{\alpha,\beta},
\]
\[
\alpha, \beta > -1, \quad r \in [-1, 1],
\]
which the integral is evaluated exactly if \( f(r) \) is a polynomial of degree \( 2N - 1 \) or less. The nodes \( \{x_i^{\alpha,\beta}\}_{i=1}^{N} \) and the corresponding weights \( \{W_i^{\alpha,\beta}\}_{i=1}^{N} \) depend on \( \alpha, \beta \) and are given by the following formulas \([7, 27]\):

\begin{itemize}
  \item \( \{x_i^{\alpha,\beta}\}_{i=1}^{N} \) are the zeros of the following orthonormal polynomial
  \[
  P_n^{\alpha,\beta}(r) = \sqrt{n!(2N + \alpha + \beta + 1)\Gamma(N + \alpha + \beta + 1)} J_N^{\alpha,\beta}(r),
  \]
  where \( J_N^{\alpha,\beta}(r) \) is the classical Jacobi polynomial of degree \( N \).
  \item The weights \( \{W_i^{\alpha,\beta}\}_{i=1}^{N} \) are given by
  \[
  (W_i^{\alpha,\beta})^{-1} = \sum_{n=0}^{N-1} \left( P_n^{\alpha,\beta}(x_i^{\alpha,\beta}) \right)^2, \quad 1 \leq i \leq N.
  \]
\end{itemize}

The error term for the \( N \)-th order Jacobi–Gauss quadrature \((JG)^{\alpha,\beta}\) is given by \([7]\)

\[
\left( \int_{-1}^{1} (1-r)^{\alpha}(1+r)^{\beta} f(r)dr \right) - (JG)^{\alpha,\beta}(f) = E_{N,\mu}(\alpha, \beta, f(r)) := \frac{\delta_N^{\alpha,\beta} f^{(2N)}(\xi)}{(2N)!},
\]
where \( \xi \) lies somewhere on \([-1, 1]\) and

\[
\delta_N^{\alpha,\beta} = \frac{2^{2N+\alpha+\beta+1}N!\Gamma(N + \alpha + 1)\Gamma(N + \beta + 1)\Gamma(N + \alpha + \beta + 1)}{(2N + \alpha + \beta + 1)\Gamma(2N + \alpha + \beta + 1)^2}.
\]

2.3 Gauss type quadrature for logarithmic weights integrals

This subsection devotes to introduce a generalized Jacobi–Gauss quadratures \([2]\) to approximate the following integrals
(a) \[ \int_{-1}^{1} f(r) \ln(1-r)(1-r)^\alpha dr, \]

(b) \[ \int_{-1}^{1} f(r) \ln(1+r)(1+r)^\beta dr. \]

(4)

Considering the first integral in (4) we have

\[ \frac{\partial}{\partial \alpha} \int_{-1}^{1} (1-r)^\alpha f(r) dr = \frac{\partial}{\partial \alpha} \int_{-1}^{1} e^{\alpha \ln(1-r)} f(r) dr \]

\[ = \int_{-1}^{1} f(r) \ln(1-r)(1-r)^\alpha dr, \]

and equivalently

\[ \int_{-1}^{1} f(r) \ln(1-r)(1-r)^\alpha dr = \frac{\partial}{\partial \alpha} \int_{-1}^{1} (1-r)^\alpha f(r) dr \]

\[ \approx \frac{\partial}{\partial \alpha} (JG)^{\alpha,0}(f) = \frac{\partial}{\partial \alpha} \sum_{i=1}^{N} \left( f(x_i^{\alpha,0}) W_i^{\alpha,0} \right) \]

\[ = \sum_{i=1}^{N} \left( \frac{dW_i^{\alpha,0}}{d\alpha} f(x_i^{\alpha,0}) + W_i^{\alpha,0} \frac{dx_i^{\alpha,0}}{d\alpha} f'(x_i^{\alpha,0}) \right) \]

\[ := (GJG)^{\alpha,0}(f), \]

(5)

where "GJG" is an abbreviation for the generalized Jacobi–Gauss. From (3), we can obtain the following formula for the error term of Nth order generalized Jacobi–Gauss quadrature \((GJG)^{\alpha,0}\):

\[ \left( \int_{-1}^{1} f(r)(1-r)^\alpha \ln(1-r) dr \right) - (GJG)^{\alpha,0}(f) \]

\[ = \frac{\partial}{\partial \alpha} \mathcal{E}_{N,r}(\alpha, 0, f(r)) := \mathcal{E}_{N,r}(\alpha, 0, f(r)) \]

\[ := \left( \ln(2) - \frac{1}{2N + \alpha + 1} \right) \]

\[ + 2\Psi(N + \alpha + 1) - 2\Psi(2N + \alpha + 1) \mathcal{E}_{N,r}(\alpha, 0, f(r)), \]

(6)
where $\Psi(z) = \frac{d\ln(\Gamma(z))}{dz} = \frac{x'(z)}{\Gamma(z)}$ is the psi or digamma function.

Proceeding the same technique with (5)-(6) we can obtain the following approximation for the second integral of (4)

$$
\int_{-1}^{1} f(r) \ln(1 + r) (1 + r)^{\beta} dr = \frac{1}{\beta} \int_{-1}^{1} (1 + r)^{\beta} f(r) dr
$$

$$
\approx \frac{\partial}{\partial \beta} ((JG)^{0,\beta}(f)) = \frac{\partial}{\partial \beta} \sum_{i=1}^{N} \left( f(x_i^{0,\beta}) \mathcal{W}_i^{0,\beta} \right)
$$

$$
= \sum_{i=1}^{N} \left( \frac{d\mathcal{W}_i^{0,\beta}}{d\beta} f(x_i^{0,\beta}) + \mathcal{W}_i^{0,\beta} \frac{dx_i^{0,\beta}}{d\beta} f'(x_i^{0,\beta}) \right)
$$

$$
:= (GJG)^{0,\beta}(f),
$$

which has the following error function

$$
\left( \int_{-1}^{1} f(r)(1 + r)^{\beta} \ln(1 + r) dr \right) - (GJG)^{0,\beta}(f)
$$

$$
= \frac{\partial}{\partial \beta} \mathcal{E}_{N,r}(0, \beta, f(r)) := \hat{\mathcal{E}}_{N,r}(0, \beta, f(r))
$$

$$
:= \left( \ln(2) - \frac{1}{2N + \beta + 1} 
+ 2\Psi(N + \beta + 1) - 2\Psi(2N + \beta + 1) \right) \mathcal{E}_{N,r}(0, \beta, f(r)).
$$

(7)

The relations (6) and (7) conclude that the generalized Jacobi–Gauss quadratures $(GJG)^{\alpha,\beta}(f)$ and $(GJG)^{0,\beta}(f)$ calculate the integrals of (4) exactly for polynomials of degree $2N - 1$ or less same as the Jacobi–Gauss quadrature $(JG)^{\alpha,\beta}(f)$.

### 3 Numerical approach

The main concern of this section is to obtain the discrete collocation solution of (4) when the Müntz-logarithmic polynomials are applied as the basis functions. To this end we represent the collocation solution of (4) as

$$
y_N(x) = \sum_{n=0}^{N} a_n M_n(x),
$$

(8)
such that the unknowns \( \{a_n\}_{n=0}^N \) satisfy in the following linear algebraic system:

\[
y_N(x_i) = g(x_i) + \int_0^x \ln (x_i - t)K(x_i, t)y_N(t)dt, \quad 0 \leq i \leq N, \quad (9)
\]

where \( \{x_i\}_{i=0}^N \) is the shifted Legendre–Gauss quadrature points [27]. Applying the variable transformation

\[
t = t_i(\theta) = \frac{x_i}{2}(\theta + 1), \quad \theta \in [-1, 1],
\]

we can rewrite (9) as follows:

\[
y_N(x_i) = g(x_i) + \frac{x_i}{2} \int_{-1}^1 \ln (x_i - t_i(\theta))K(x_i, t_i(\theta))y_N(t_i(\theta))d\theta
\]

\[
= g(x_i) + \frac{x_i}{2} \left\{ \ln \frac{x_i}{2} \int_{-1}^1 \tilde{K}(x_i, \theta)y_N(t_i(\theta))d\theta + \int_{-1}^1 \ln (1 - \theta)\tilde{K}(x_i, \theta)y_N(t_i(\theta))d\theta \right\} \quad (10)
\]

for \( 0 \leq i \leq N \) and \( \tilde{K}(x_i, \theta) = K(x_i, t_i(\theta)) \). Substituting (8) into (11) yields

\[
\sum_{n=0}^N a_n \left\{ M_n(x_i) - \frac{x_i}{2} \left\{ \ln \frac{x_i}{2} A_1^{(n,x_i)} + A_2^{(n,x_i)} \right\} \right\} = g(x_i), \quad 0 \leq i \leq N, \quad (11)
\]

where

\[
A_1^{(n,x_i)} = \int_{-1}^1 \tilde{K}(x_i, \theta)M_n(t_i(\theta))d\theta,
\]

\[
A_2^{(n,x_i)} = \int_{-1}^1 \ln (1 - \theta)\tilde{K}(x_i, \theta)M_n(t_i(\theta))d\theta.
\]

Using (2), we have
\[ A_1^{(n,x_i)} = \int_{-1}^{1} \tilde{K}(x_i, \theta) \left( R_n(t_i(\theta)) + S_n(t_i(\theta)) \ln (t_i(\theta)) \right) d\theta \]
\[ = \int_{-1}^{1} \tilde{K}(x_i, \theta) \left( R_n(t_i(\theta)) + \ln \frac{x_i}{2} S_n(t_i(\theta)) \right) d\theta \]
\[ + \int_{-1}^{1} \ln (1 + \theta) \tilde{K}(x_i, \theta) S_n(t_i(\theta)) d\theta \]
\[ = \int_{-1}^{1} F_1^{(n,x_i)}(\theta) d\theta \]
\[ + \int_{-1}^{1} \ln (1 + \theta) F_2^{(n,x_i)}(\theta) d\theta, \]
where
\[ F_1^{(n,x_i)}(\theta) = \tilde{K}(x_i, \theta) \left( R_n(t_i(\theta)) + \ln \frac{x_i}{2} S_n(t_i(\theta)) \right), \]
\[ F_2^{(n,x_i)}(\theta) = \tilde{K}(x_i, \theta) S_n(t_i(\theta)). \]  

Using quadratures \((JG)^{\alpha,\beta}\) and \((GJG)^{0,\beta}\), we obtain
\[ A_1^{(n,x_i)} \approx A_{1,N}^{(n,x_i)} := (JG)^{0,0} (F_1^{(n,x_i)}(\theta)) + \left[(GJG)^{0,\beta} (F_2^{(n,x_i)}(\theta))\right]_{\beta=0}. \]  

On the other hand, from (2) we can write
\[ A_2^{(n,x_i)} = \int_{-1}^{1} \ln (1 - \theta) \tilde{K}(x_i, \theta) \left( R_n(t_i(\theta)) + S_n(t_i(\theta)) \ln (t_i(\theta)) \right) d\theta \]
\[ = \int_{-1}^{1} \ln (1 - \theta) F_1^{(n,x_i)}(\theta) d\theta + \int_{-1}^{1} \ln (1 + \theta) F_2^{(n,x_i)}(\theta) d\theta \]
\[ = A_2^{(1,n,x_i)} + A_2^{(2,n,x_i)}, \]  
where
\[ A_{2,1,n,x_i} = \int_{-1}^{1} \ln (1 - \theta) \mathcal{F}_1^{(n,x_i)}(\theta) d\theta, \]
\[ A_{2,2,n,x_i} = \int_{-1}^{1} \ln (1 - \theta) \ln (1 + \theta) \mathcal{F}_2^{(n,x_i)}(\theta) d\theta. \]

Trivially we can write
\[ A_{2,1,n,x_i} = A_{2,2,n,x_i} = \left[ (GJG)^{\alpha,0} (\mathcal{F}_1^{(n,x_i)}(\theta)) \right]_{\alpha=0} \quad (15) \]
and
\[ A_{2,2,n,x_i} = \int_{-1}^{1} \ln (1 - \theta) \ln (1 + \theta) \mathcal{F}_2^{(n,x_i)}(\theta) d\theta \]
\[ + \int_{0}^{1} \ln (1 - \theta) \ln (1 + \theta) \mathcal{F}_2^{(n,x_i)}(\theta) d\theta. \quad (16) \]

Using the variable transformation \( \theta = \theta_1(s) = \frac{s+1}{2} \) in the second integral and \( \theta = -\theta_1(s) \) in the first integral of (16), we obtain
\[ A_{2,2,n,x_i} = \frac{1}{2} \int_{-1}^{1} \ln \frac{1-s}{2} \ln \frac{3+s}{2} \left( \mathcal{F}_2^{(n,x_i)}(\theta_1(s)) + \mathcal{F}_2^{(n,x_i)}(-\theta_1(s)) \right) ds \]
\[ = \frac{1}{2} \left\{ \int_{-1}^{1} \ln (1-s) \mathcal{F}_3^{(n,x_i)}(s) ds - \ln \frac{1}{2} \int_{-1}^{1} \mathcal{F}_3^{(n,x_i)}(s) ds \right\}, \]
where
\[ \mathcal{F}_3^{(n,x_i)} = \ln \frac{3+s}{2} \left( \mathcal{F}_2^{(n,x_i)}(\theta_1(s)) + \mathcal{F}_2^{(n,x_i)}(-\theta_1(s)) \right). \quad (17) \]
then we can write
\[ A_{2,2,n,x_i} \approx A_{2,2,n,x_i} = \frac{1}{2} \left[ (GJG)^{\alpha,0} (\mathcal{F}_3^{(n,x_i)}(s)) \right]_{\alpha=0} \]
\[ - \ln 2 (JG)^{\alpha,0} (\mathcal{F}_3^{(n,x_i)}(s)). \quad (18) \]

Substituting (15) and (17) into (14) yields
\[ A_2^{(n,x)} \approx A_2^{(n,x)} := A_{2,N}^{(1,n,x)} + A_{2,N}^{(2,n,x)}. \] (19)

Inserting (19) and (13) into (11), we can conclude that the discrete collocation solution of (11) is characterized by

\[ y_N(x) = \sum_{n=0}^{N} \bar{a}_n M_n(x), \]

where the unknowns \( \{\bar{a}_n\}_{n=0}^{N} \) satisfy in the following system of linear algebraic equations

\[ \sum_{n=0}^{N} \bar{a}_n \left\{ M_n(x_i) - \frac{x_i}{2} \left\{ \ln \frac{x_i}{2} A_{1,N}^{(n,x)} + A_{2,N}^{(n,x)} \right\} \right\} = g(x_i), \quad 0 \leq i \leq N, \quad (20) \]

The matrix formulation of (20) is given by

\[ g = \mathcal{M} \bar{a}, \quad (21) \]

where \( \bar{a} = [\bar{a}_0, \bar{a}_1, \ldots, \bar{a}_N] \), \( g = [g(x_0), g(x_1), \ldots, g(x_N)]^T \), and

\[ \mathcal{M} = \mathcal{M}_1 - (A_1 D_1 + A_2 D_2), \]

such that

\[
\mathcal{M}_1 = \begin{pmatrix}
M_0(x_0) & M_0(x_1) & \cdots & M_0(x_N) \\
M_1(x_0) & M_1(x_1) & \cdots & M_1(x_N) \\
\vdots & \vdots & \ddots & \vdots \\
M_N(x_0) & M_N(x_1) & \cdots & M_N(x_N)
\end{pmatrix},
\]

\[
A_1 = \begin{pmatrix}
A_{1,N}^{(0,x_0)} & A_{1,N}^{(0,x_1)} & \cdots & A_{1,N}^{(0,x_N)} \\
A_{1,N}^{(1,x_0)} & A_{1,N}^{(1,x_1)} & \cdots & A_{1,N}^{(1,x_N)} \\
\vdots & \vdots & \ddots & \vdots \\
A_{1,N}^{(N,x_0)} & A_{1,N}^{(N,x_1)} & \cdots & A_{1,N}^{(N,x_N)}
\end{pmatrix},
\]

\[
A_2 = \begin{pmatrix}
A_{2,N}^{(0,x_0)} & A_{2,N}^{(0,x_1)} & \cdots & A_{2,N}^{(0,x_N)} \\
A_{2,N}^{(1,x_0)} & A_{2,N}^{(1,x_1)} & \cdots & A_{2,N}^{(1,x_N)} \\
\vdots & \vdots & \ddots & \vdots \\
A_{2,N}^{(N,x_0)} & A_{2,N}^{(N,x_1)} & \cdots & A_{2,N}^{(N,x_N)}
\end{pmatrix},
\]

and \( D_1 \) and \( D_2 \) are the diagonal matrices with diagonal entries
\[(D_1)_{i,i} = \frac{x_i}{2} \ln \frac{x_i}{2}, \quad (D_2)_{i,i} = \frac{x_i}{2}, \quad 0 \leq i \leq N.\]

4 Convergence analysis

In this section, we provide a reliable error analysis for the proposed technique to justify convergence of the proposed approach. In our analysis we shall apply the following definitions and lemmas.

**Definition 1.** [1], [19-23], [27]

1. \(L^2(\Omega) = \{ u \mid \| u \|^2_2 := \int_\Omega |u(x)|^2 \, dx < \infty \}.\)

2. \(C(\Omega)\) is the space of all continuous functions on \(\Omega\).

3. \(I_N u\) is the Legendre–Gauss interpolation polynomial and is defined by

\[I_N u(x) = \sum_{i=0}^{N} u(x_i) L_i(x),\]

where \(L_i(x), \ 0 \leq i \leq N,\) are the Lagrange interpolation basis functions associated with the Legendre–Gauss points \(\{x_i\}_{i=0}^{N}.\)

4. Let \((X, \| \cdot \|_X)\) and \((Y, \| \cdot \|_Y)\) be normed vector spaces, and let \(K : X \rightarrow Y\) be a linear operator. Then \(K\) is compact, if the set

\[\{ Ku \mid \| u \|_X \leq 1 \}\]

has compact closure in \(Y\). For example, the integral operators with continuous and weakly singular kernels are compact operators on \(C(\Omega)\) and \(L^2(\Omega)\).

**Lemma 1.** [see 8] Let \(K(x,t) \in C(\Omega \times \Omega)\); then for any \(g(x) \in C(\Omega)\), the Volterra type weakly singular integral equation with logarithmic kernel (1) possesses a unique solution \(y(x) \in C(\Omega)\).

**Lemma 2.** [see 1] Let \(X\) be a Banach space, and let \(K : X \rightarrow X\) be compact. Then the equation \((\lambda - K)u = f, \ \lambda \neq 0\) has a unique solution \(u \in X\) if and only if the homogeneous equations \((\lambda - K)z = 0\) have only the trivial solution \(z = 0\). In this case the operator \(\lambda - K : X \rightarrow X\) has a bounded inverse \((\lambda - K)^{-1}\).

**Lemma 3.** [see 26] If \(u(x) \in C(\Omega)\), then we have

\[\| u - I_N u \|_2 \rightarrow 0, \quad \text{as} \quad N \rightarrow \infty.\]
Lemma 4. [see 19] For every bounded function \( u(x) \), there exists a constant \( C \) independent of \( u(x) \) such that
\[
\sup_N \| I_N u \|_2 \leq C \| u \|_{\infty}.
\]

Theorem 2. Under assumptions of Lemma 1, assume that the following conditions are satisfied:

1. The given functions \( g(x), K(x, t) \), and the approximate solution \( \tilde{y}_N(x) \) are continuous on their domains.
2. The homogeneous equation (11) with \( g(x) = 0 \) has the only trivial solution.
3. \( \tilde{y}_N(x) \in C(\Omega) \) and the numerical integral operator
\[
K_N \tilde{y}_N(x) := \sum_{n=0}^{N} a_n \frac{x}{2} \left\{ \ln x - \frac{x}{2} A_{1,N}^{n,x} + A_{2,N}^{n,x} \right\}
\]
is a bounded operator on \( C(\Omega) \) to \( C(\Omega) \) with \( A_{1,N}^{n,x} \) and \( A_{2,N}^{n,x} \) defined in (13) and (19), respectively.
4. The quadrature errors
\[
\| E_{N,\theta}(0,0, F_{1}^{n,x}(\theta)) \|_{\infty}, \| E_{N,s}(0,0, F_{3}^{n,x}(s)) \|_{\infty},
\]
\[
\| \tilde{E}_{N,\theta}(0,0, F_{1}^{n,x}(\theta)) \|_{\infty}, \| \tilde{E}_{N,s}(0,0, F_{3}^{n,x}(s)) \|_{\infty},
\]
\[
0 \leq n \leq N,
\]
converge to zero as \( N \to \infty \). Here the functions \( F_{1}^{n,x}(\theta) \), \( F_{2}^{n,x}(\theta) \), and \( F_{3}^{n,x}(s) \) are given in (12) and (17), respectively, and the error terms \( E_{N,\theta}(0,0, f(r)) \), \( \tilde{E}_{N,\theta}(0,0, f(r)), \tilde{E}_{N,s}(0,0, f(r)) \) are defined in (12), (19), and (19), respectively.

Then we have
\[
\lim_{N \to \infty} \| y(x) - \tilde{y}_N(x) \|_2 = 0.
\]

Proof. Using (20), we can conclude that the discrete collocation solution \( \tilde{y}_N(x) \) for the equation (11) satisfies in the following operator system:
\[
\tilde{y}_N(x_i) = g(x_i) + K_N \tilde{y}_N(x_i), \quad 0 \leq i \leq N,
\]
(22)
where the operator $K_N$ is the numerical integral operator defined in the assumption 3. Multiplying $L_i(x)$ on both sides of (22) and summing up from $i = 0$ to $i = N$ yield

$$I_N(y_N) = I_Ng + I_NK_Ny_N. \quad (23)$$

Subtracting (11) from (23) gives

$$y - I_N(y_N) = (g - I_Ng) + (Ky - I_NK_Ny_N),$$

or equivalently

$$(id-K)e_N = e_{IN}(g) - e_{IN}(y_N) + e_{IN}(K_Ny_N) + I_N(K_Ny_N - K_Ny_N), \quad (24)$$

where $e_N = y(x) - y_N(x)$ is the discrete collocation error function, $e_{IN}u = u - I_Nu$ is the interpolation error function, $id$ is the identity operator, and $K$ is the following continuous and compact integral operator with weakly singular logarithmic kernel

$$K_Ny(x) = \int_0^x \ln (x-t)K(x,t)y(t)dt.$$

Applying Lemma 2 with $X = C(\Omega)$ and using the assumption 2, the relation (24) can be rewritten as

$$\|e_N\|_2 \leq \|(id-K)^{-1}\|_\infty \left(\|e_{IN}(g)\|_2 + \|e_{IN}(y_N)\|_2 + \|e_{IN}(K_Ny_N)\|_2 + \|I_N(K_Ny_N - K_Ny_N)\|_2\right), \quad (25)$$

with $\|(id-K)^{-1}\|_\infty < \infty$. Due to Lemma 3 and assumption 1 we have

$$\|e_{IN}(g)\|_2, \|e_{IN}(y_N)\|_2, \|e_{IN}(K_Ny_N)\|_2 \to 0, \quad \text{as} \quad N \to \infty. \quad (26)$$

Now, it is sufficient that we show $\|I_N(K_Ny_N - K_Ny_N)\|_2 \to 0$ as $N \to \infty$. To this end, using Lemma 4 and assumption 3, we can write

$$\|I_N(K_Ny_N - K_Ny_N)\|_2 \leq C_1 \|K_Ny_N - K_Ny_N\|_\infty, \quad (27)$$

which $K_Ny_N - K_Ny_N$ is the numerical integration error function. According to the definition of $K_N$ and numerical approach proposed in the previous section, we can deduce that the numerical integration error is established by calculating the errors obtained from the applying Jacobi–Gauss and generalized Jacobi–Gauss formulas in (13), (15), (18), and (19). Consequently, we can write (24) as follows:
\[ \| I_N (K \bar{y}_N - \mathcal{K}_N y_N) \|_2 \leq C_2 \sum_{n=0}^{N} \left( \| \mathcal{E}_{N,\theta}(0, 0, \mathcal{F}_1^{n,x}(\theta)) \|_\infty + \| \mathcal{E}_{N,\theta}(0, \beta, \mathcal{F}_2^{n,x}(\theta)) \|_{\beta=0} + \| \mathcal{E}_{N,\theta}(\alpha, 0, \mathcal{F}_1^{n,x}(\theta)) \|_{\alpha=0} + \| \mathcal{E}_{N,s}(\alpha, 0, \mathcal{F}_3^{n,x}(s)) \|_{\alpha=0} + \| \mathcal{E}_{N,s}(0, 0, \mathcal{F}_3^{n,x}(s)) \|_\infty \right) \],

and thereby using assumption 4 in the inequality above, we deduce
\[ \| I_N (K \bar{y}_N - \mathcal{K}_N y_N) \|_2 \to 0, \quad \text{as} \quad N \to 0. \quad (28) \]

Finally, the required result can be obtained by applying (24) and (26) in (29).

\[ \square \]

5 Numerical Results

In this section, we illustrate some examples using the method proposed in the previous section and confirm its validity. All of calculations performed on a PC running Mathematica software. In the obtained results we presented some essential items regarding the \( L^2 \)-norms of the error functions and comparison results between our scheme and the well known Chebyshev collocation method [9, 27].

Example 1. Consider the following problem
\[ y(x) = g(x) + \int_0^x \ln (x-t)y(t)dt \]
with
\[ g(x) = x(\ln x - 1) + \frac{x^2}{12} \left( \pi^2 - 21 + 18 \ln x - 6 \ln^2 x \right) \]
and \( y(x) = x(\ln x - 1) \) as the exact solution.

We solve this problem by the proposed method with \( N = 3 \). Indeed, we seek a discrete collocation solution in the form
\[ \hat{y}_3(x) = \sum_{n=0}^{3} \hat{a}_n M_n(x), \]

to approximate this problem and find its unknown coefficients such that they satisfy in the linear system (21) with \( N = 3 \). Considering the Gauss–Legendre collocation points

\[ x_0 = 0.330009, \quad x_1 = 0.669991, \quad x_2 = 0.0694318, \quad x_3 = 0.930568, \]

and the operational matrices

\[
M_1 = \begin{pmatrix}
1 & 1 & 1 & 1 \\
-0.1086 & 0.5995 & -1.6674 & 0.9280 \\
-0.5713 & 0.0805 & -0.0549 & 0.7942 \\
-0.2477 & -0.3808 & 0.8873 & 0.6080 \\
\end{pmatrix},
\]

\[
A_1 = \begin{pmatrix}
2 & 2 & 2 & 2 \\
-2.2173 & -0.8009 & -5.3348 & -0.1439 \\
-0.4627 & -0.5191 & 1.6126 & -0.1338 \\
0.5550 & -0.2017 & 0.1359 & -0.1194 \\
\end{pmatrix},
\]

\[
A_2 = \begin{pmatrix}
-0.6137 & -0.6137 & -0.6137 & -0.6137 \\
-0.6095 & -1.0441 & 0.3471 & -1.2457 \\
0.7718 & 0.1092 & 0.6562 & -0.5302 \\
0.1912 & 0.6068 & -1.3532 & 0.0376 \\
\end{pmatrix},
\]

\[
D_1 = \begin{pmatrix}
-0.2973 & 0 & 0 & 0 \\
0 & -0.3664 & 0 & 0 \\
0 & 0 & -0.1167 & 0 \\
0 & 0 & 0 & -0.3560 \\
\end{pmatrix},
\]

\[
D_2 = \begin{pmatrix}
0.1650 & 0 & 0 & 0 \\
0 & 0.3350 & 0 & 0 \\
0 & 0 & 0.0247 & 0 \\
0 & 0 & 0 & 0.4653 \\
\end{pmatrix},
\]

the system of linear algebraic equations (24) is presented in the following form
which its solution gives by
\[
\begin{align*}
\tilde{a}_0 &= -0.75, & \tilde{a}_1 &= -0.25, & \tilde{a}_2 &= -0.0833, & \tilde{a}_3 &= 0.0833.
\end{align*}
\]

Consequently the discrete collocation solution \(\bar{y}_3(x)\) represents by
\[
\bar{y}_3(x) = -5.2953 \times 10^{-7} - x - 1.3027 \times 10^{-7} \ln x + 0.9999x \ln x.
\]

The \(L^2\)-norm of the error function is \(1.3445 \times 10^{-13}\) that is in a very good agreement with the exact ones whereas the approximation degree is very small \((N = 3)\).

**Example 2.** Consider the following problem:
\[
y(x) = g(x) + \int_0^x \ln(x-t)e^{x+t}y(t)dt,
\]
with
\[
g(x) = e^{-x} \ln x + \frac{x e^x}{6} \left(-12 + \pi^2 - 6 \ln(-2 + \ln x)\right),
\]
and \(y(x) = e^{-x} \ln x\), as the exact solution.

We solve the problem and report the obtained results in Table III and Figure III. In Figure III, we plot the \(L^2\)-norm of the error function in terms of the various values of the degree of approximation \(N\). Figure III shows that the proposed algorithm obtains a good accuracy with suitable values of \(N\). Moreover to make a comparison, we also solve this problem by implementing the well-known Chebyshev collocation method [9, 27] and give the obtained results in Table III. Based on Table III, we confirm that the Müntz-logarithmic polynomials makes faster rate of convergence for the discrete collocation solution of this problem compared with the classical Chebyshev polynomials.

**Example 3.** Consider the following problem:
\[
y(x) = g(x) + x \int_0^x \ln(x-t)t^2y(t)dt,
\]
with
\[
g(x) = x^2 \left(-\frac{2x^2}{38115}(-13016 + 6930 \ln 2 + 3465 \ln x)\right),
\]
Table 1: The numerical errors of Example 2

<table>
<thead>
<tr>
<th>N</th>
<th>Our Method</th>
<th>Chebyshev collocation Method [4, 2]</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>3.61 × 10^{-3}</td>
<td>1.3 × 10^{-1}</td>
</tr>
<tr>
<td>4</td>
<td>8.13 × 10^{-6}</td>
<td>4.22 × 10^{-2}</td>
</tr>
<tr>
<td>6</td>
<td>9.38 × 10^{-8}</td>
<td>2.14 × 10^{-2}</td>
</tr>
<tr>
<td>8</td>
<td>9.84 × 10^{-10}</td>
<td>1.3 × 10^{-2}</td>
</tr>
<tr>
<td>10</td>
<td>3.44 × 10^{-12}</td>
<td>8.73 × 10^{-3}</td>
</tr>
<tr>
<td>12</td>
<td>6.37 × 10^{-15}</td>
<td>6.28 × 10^{-3}</td>
</tr>
</tbody>
</table>

Figure 1: Obtained $L^2$– norm of the error function versus N for Example 2

and $y(x) = x^2 \sqrt{x}$ as the exact solution.

We have calculated the approximate solution with different values of N and displayed the obtained results in Table 2 and Figure 2. Table 2 and Figure 2 present the $L^2$-norm of the error functions versus N. As it can be observed although the exact solution has singularity at zero, the numerical errors are decreased with an appropriate rate as the approximation degree N is increased.

Example 4. Consider the following problem:

$$y(x) = g(x) + \int_0^x \ln (x - t)y(t)dt$$
Table 2: The numerical errors of Example 3

<table>
<thead>
<tr>
<th>N</th>
<th>Numerical Errors</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>$2.69 \times 10^{-2}$</td>
</tr>
<tr>
<td>4</td>
<td>$3.32 \times 10^{-4}$</td>
</tr>
<tr>
<td>6</td>
<td>$1.18 \times 10^{-7}$</td>
</tr>
<tr>
<td>8</td>
<td>$1.4 \times 10^{-10}$</td>
</tr>
<tr>
<td>10</td>
<td>$1.84 \times 10^{-12}$</td>
</tr>
<tr>
<td>12</td>
<td>$5.43 \times 10^{-15}$</td>
</tr>
</tbody>
</table>

Figure 2: Obtained $L^2$–norm of the error function versus $N$ for Example 3

with

$$g(x) = e^x (1 + \gamma + \Gamma(0, x)) + \ln x,$$

where $\gamma$ is Euler’s constant with the numerical value $\approx 0.577216$ and $\Gamma(0, x)$ is incomplete gamma function satisfies

$$\Gamma(a, z) = \int_z^{\infty} t^{a-1} e^{-t} dt.$$

Here the exact solution is given by $y(x) = e^x$.

The obtained numerical results from implementation of the proposed discrete collocation scheme are reported in Table 3 and Figure 3. The presented
Table 3: The numerical errors of Example 4

<table>
<thead>
<tr>
<th>$N$</th>
<th>Numerical Errors</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>$6.08 \times 10^{-3}$</td>
</tr>
<tr>
<td>4</td>
<td>$2.01 \times 10^{-4}$</td>
</tr>
<tr>
<td>6</td>
<td>$2.68 \times 10^{-6}$</td>
</tr>
<tr>
<td>8</td>
<td>$1.78 \times 10^{-8}$</td>
</tr>
<tr>
<td>10</td>
<td>$6.99 \times 10^{-11}$</td>
</tr>
<tr>
<td>12</td>
<td>$1.85 \times 10^{-13}$</td>
</tr>
</tbody>
</table>

results confirm that our scheme provides reliable results for smooth solutions of \((\mathbb{R})\).

![Figure 3: Obtained $L^2$– norm of the error function versus $N$ for Example 4](image-url)
6 Conclusion

In this article, we developed a new discrete collocation method based on the Mintz-logarithmic polynomials as basis functions. Moreover, we used highly accurate Jacobi–Gauss and generalized Jacobi–Gauss quadratures to approximate the integrals with Jacobi and logarithmic weights, respectively. Convergence analysis of the proposed method were presented and some numerical examples were illustrated to confirm the applicability of the presented discrete collocation scheme.
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An efficient hybrid algorithm based on genetic algorithm (GA) and Nelder–Mead (NM) for solving nonlinear inverse parabolic problems
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Abstract

In this paper a hybrid algorithm based on genetic algorithm (GA) and Nelder–Mead (NM) simplex search method is combined with least squares method for the determination of temperature in some nonlinear inverse parabolic problems (NIPP). The performance of hybrid algorithm is established with some examples of NIPP. Results show that hybrid algorithm is better than GA and NM separately. Numerical results are obtained by implementation expressed algorithms on 2.20GHz clock speed CPU.

Keywords: Hybrid; NIPP; Nonlinear inverse parabolic problem; Genetic algorithm; Nelder–Mead; The least squares method.

1 Introduction

Most phenomena in real world are described through nonlinear equations, and these type of equations have attracted lots of attention among scientists. For example, consider that the sun shines in a room, and it begins to warm up. Apparently, the physical property here is the temperature, which is a function of the time and space, and the governing equations that represent the temperature variations, are a nonlinear parabolic problem (NPP) [1].
In linear and nonlinear parabolic problems, we are usually facing a problem, where problem conditions, initial conditions, and boundary conditions are identified and in the main equation only the equation main function is unknown. In fact, there is just one unknown factor at the problem. These problems are called direct problems.

On the contrary there is another category of problems. In this category, in addition to the main equation of the problem, there are another unknown parts such as boundary conditions. This type of problems are called inverse problems [12].

In the present paper, we consider nonlinear inverse parabolic problems as the following form:

\[
U_t = \phi(x, t, U, U_x, U_{xx}), \quad (x, t) \in (0, 1) \times (0, t_m),
\]

(1a)

with the initial condition

\[
U(x, 0) = f(x), \quad x \in [0, 1],
\]

(1b)

and the boundary conditions

\[
U(0, t) = p(t), \quad t \in [0, t_m],
\]

\[
U(1, t) = q(t), \quad t \in [0, t_m],
\]

(1c)

and (1d)

and the overspecified condition

\[
U(\alpha, t) = s(t), \quad t \in [0, t_m], \quad 0 < \alpha < 1,
\]

(1e)

where \( \phi \) is some nonlinear expression in terms of \( U, U_x, U_{xx} \), and \( f(x) \) is a continuous known function. \( p(t) \) and \( q(t) \) are infinitely differentiable known functions, and \( t_m \) represents the final existence time for the time evolution of the problem, while function \( q(t) \) is unknown, which remains to be determined from some interior temperature measurements (overspecified condition).

In this paper we present a hybrid algorithm based on Nelder–Mead simplex search method and genetic algorithm for solving NIPPs. Genetic algorithm is one of the basic heuristics to solve various types of problems. In recent years, this algorithm has been applied on some linear and nonlinear partial differential equation to find unknown term in these equations. On the other hand, there are some hybrid algorithms, which use local search method as an inner subroutine to reduce the likelihood of the premature convergence and to expedite convergence rate of genetic algorithms. These algorithms are called “Memetic Algorithms” or “Hybrid Algorithms”. In this study, to expiate convergence rate of genetic algorithm and increase accuracy of solutions, we add Nelder–Mead method to the algorithm as a local search method. The Nelder–Mead method is a commonly applied numerical method used to find the minimum or maximum of an objective function in a multidimensional
space. It is successfully applied to nonlinear optimization problems for which derivatives may not be known. However, the Nelder–Mead technique is a heuristic search method that can converge to nonstationary points [16] on problems that can be solved by alternative methods.

Our main purpose is to find an unknown boundary condition in NIPPs using our proposed hybrid method. Because by having this unknown boundary condition, problem becomes a direct NPP and fortunately, many methods have been reported to solve direct NPPs. In this paper we use finite difference method for solving direct NPPs.

2 Some nonlinear inverse parabolic problems

In this section, we consider three NIPPs. The first equation is formulated as follows [11]:

\[
\begin{align*}
U_t(x,t) + U(x,t)U_x(x,t) &= U_{xx}(x,t), & 0 < x < 1, \quad 0 < t < t_M, \\
U(x,0) &= f(x), & 0 \leq x \leq 1, \\
U(0,t) &= p(t), & 0 \leq t \leq t_M, \\
U(1,t) &= q(t), & 0 \leq t \leq t_M, \\
\end{align*}
\]

and the overspecified condition

\[
U(\alpha, t) = s(t), \quad 0 \leq t \leq t_M, \quad 0 < \alpha < 1,
\]

The second equation is formulated as follows:

\[
\begin{align*}
U_t(x,t) - U(x,t)(1 - U(x,t)) &= U_{xx}(x,t), & 0 < x < 1, \quad 0 < t < t_M, \\
U(x,0) &= f(x), & 0 \leq x \leq 1, \\
U(0,t) &= p(t), & 0 \leq t \leq t_M, \\
U(1,t) &= q(t), & 0 \leq t \leq t_M,
\end{align*}
\]

and the overspecified condition

\[
U(\alpha, t) = s(t), \quad 0 \leq t \leq t_M, \quad 0 < \alpha < 1,
\]

and the third equation is formulated as follows:

\[
\begin{align*}
U_t(x,t) &= a(t)U_{xx}(x,t), & 0 < x < 1, \quad 0 < t < t_M, \\
U(x,0) &= f(x), & 0 \leq x \leq 1, \\
U(0,t) &= p(t), & 0 \leq t \leq t_M, \\
U(1,t) &= q(t), & 0 \leq t \leq t_M,
\end{align*}
\]
and the overspecified condition

\[ U(\alpha, t) = s(t), \quad 0 \leq t \leq t_M, \quad 0 < \alpha < 1, \quad (4e) \]

where \( f(x) \) is a continuous known function, \( p(t), a(t), \) and \( s(t) \) are infinitely differentiable known functions and \( t_M \) represents the final existence time for the time evolution of the problem. In these equations, if \( q(t) \) is unknown, then we are facing nonlinear inverse parabolic problems. In this case, unknown \( q(t) \) must be determined from some interior temperature measurements (Overspecified condition).

**Remark 1.** In this study we use implicit finite difference approximation (Crank–Nicolson method) for discretizing above equations.

Therefore we have the following discretization for the first equation:

\[
\begin{align*}
-r_1 U_{i-1,j+1} + (2 + 2r_1)U_{i,j+1} - r_1 U_{i+1,j+1} \\
= r_1 U_{i-1,j} + (2 - 2r_1)U_{i,j} + r_1 U_{i+1,j} \\
+ 2r_2(U_{i,j}^2 - U_{i,j}U_{i+1,j}), & \quad i = 1, \ldots, N - 1, \quad j = 0, \ldots, N - 1,
\end{align*}
\]

\[ U_{i,0} = f(ih), \quad j = 0, \quad i = 1, \ldots, N - 1, \]

\[ U_{0,j} = p(jk), \quad i = 0, \quad j = 0,1, \ldots, N - 1, \]

\[ U_{N,j} = q(jk), \quad i = N, \quad j = 0,1, \ldots, N - 1, \]

where \( x_i = ih \), \( t_j = jk \), \( r_1 = k/h^2 \), and \( r_2 = k/h \).

Using equation (5), we obtain the following linear algebraic system of equations:

\[
\begin{pmatrix}
2 + 2r_1 & -r_1 & 0 & 0 & 0 & 0 & 0 \\
-r_1 & 2 + 2r_1 & -r_1 & 0 & 0 & 0 & 0 \\
& & & \ddots & \ddots & \ddots & \ddots \\
& & & & \ddots & \ddots & \ddots & \ddots \\
0 & 0 & 0 & 0 & -r_1 & 2 + 2r_1 & -r_1 \\
0 & 0 & 0 & 0 & -r_1 & 2 + 2r_1 & & \\
0 & 0 & 0 & 0 & -r_1 & 2 + 2r_1 & &
\end{pmatrix}
\begin{pmatrix}
U_{1,j+1} \\
U_{2,j+1} \\
\vdots \\
U_{N-2,j+1} \\
U_{N-1,j+1}
\end{pmatrix}
\]

\[
= \begin{pmatrix}
2 - 2r_1 & r_1 & 0 & 0 & 0 & 0 & 0 \\
r_1 & 2 - 2r_1 & r_1 & 0 & 0 & 0 & 0 \\
& & \ddots & \ddots & \ddots & \ddots & \ddots \\
& & & \ddots & \ddots & \ddots & \ddots & \ddots \\
0 & 0 & 0 & 0 & r_1 & 2 - 2r_1 & r_1 \\
0 & 0 & 0 & 0 & r_1 & 2 - 2r_1 & &
\end{pmatrix}
\begin{pmatrix}
U_{1,j} \\
U_{2,j} \\
\vdots \\
U_{N-2,j} \\
U_{N-1,j}
\end{pmatrix}
\]
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A linear system (6) gives \((N - 1)\) unknown pivotal values along the boundary \(x = 1\).

We have the following discretization for the second equation:

\[-rU_{i-1,j+1} + (2 + 2r)U_{i,j+1} - rU_{i+1,j+1} = rU_{i-1,j} + (2 - 2r)U_{i,j} + rU_{i+1,j} + 2k(U_{i,j} - U_{i,j}^2), \quad i = 1, \ldots, N - 1, \quad j = 0, \ldots, N - 1,\]

\((7a)\)

\[U_{i,0} = f(ikh), \quad j = 0, \quad i = 1, \ldots, N - 1,\]

\((7b)\)

\[U_{0,j} = p(jk), \quad i = 0, \quad j = 0, 1, \ldots, N - 1,\]

\((7c)\)

\[U_{N,j} = q(jk), \quad i = N, \quad j = 0, 1, \ldots, N - 1,\]

\((7d)\)

where \(x_i = ih\), \(t_j = jk\) and \(r = k/h^2\).

Using equation \((7a)\), we obtain the following linear algebraic system of equations:

\[
\begin{pmatrix}
2 + 2r & -r & 0 & 0 & 0 & 0 & 0 \\
-r & 2 + 2r & -r & 0 & 0 & 0 & 0 \\
 & & & \ddots & & & \\
 & & & & & & \\
0 & 0 & 0 & 0 & -r & 2 + 2r & -r \\
0 & 0 & 0 & 0 & -r & 2 + 2r & 0 \\
\end{pmatrix}
\begin{pmatrix}
U_{1,j+1} \\
U_{2,j+1} \\
U_{3,j+1} \\
\vdots \\
U_{N,j+1} \\
U_{N-1,j+1} \\
\end{pmatrix}
= 
\begin{pmatrix}
2 - 2r & r & 0 & 0 & 0 & 0 & 0 \\
r & 2 - 2r & r & 0 & 0 & 0 & 0 \\
 & & & \ddots & & & \\
 & & & & & & \\
0 & 0 & 0 & 0 & r & 2 - 2r & r \\
0 & 0 & 0 & 0 & r & 2 - 2r & 0 \\
\end{pmatrix}
\begin{pmatrix}
U_{1,j} \\
U_{2,j} \\
U_{3,j} \\
\vdots \\
U_{N-1,j} \\
U_{N-2,j} \\
\end{pmatrix}
\]
\[
\begin{pmatrix}
U_{0,j} + U_{0,j+1} \\
0 \\
. \\
. \\
U_{N,j} + U_{N,j+1}
\end{pmatrix} + r
\begin{pmatrix}
U_{1,j} - U_{1,j+1}^2 \\
U_{2,j} - U_{2,j+1} \\
. \\
. \\
U_{N-2,j} - U_{N-2,j+1}^2 \\
U_{N-1,j} - U_{N-1,j+1}^2
\end{pmatrix} + 2k
\begin{pmatrix}
. \\
. \\
. \\
. \\
. \\
.
\end{pmatrix}
\]

Linear system (8) gives \((N-1)\) unknown pivotal values along the boundary \(x = 1\).

Finally, following discretization is described for the third equation:

\[
-ra_jU_{i-1,j+1} + (2 + 2ra_j)U_{i,j+1} - ra_jU_{i+1,j+1} = ra_jU_{i-1,j} + (2 - 2ra_j)U_{i,j} + ra_jU_{i+1,j}, \quad i = 1, \ldots, N-1, \quad j = 0, \ldots, N-1, \tag{9a}
\]

\[
U_{i,0} = f(ih), \quad j = 0, \quad i = 1, \ldots, N-1, \tag{9b}
\]

\[
U_{0,j} = p(jk), \quad i = 0, \quad j = 1, \ldots, N-1, \tag{9c}
\]

\[
U_{N,j} = q(jk), \quad i = N, \quad j = 0, \ldots, N-1, \tag{9d}
\]

\[
a_j = a(jk), \tag{9e}
\]

where \(x_i = ih\), \(t_j = jk\) and \(r = k/h^2\).

Using equation (3), we obtain the following linear algebraic system of equations:

\[
\begin{pmatrix}
2 + 2ra_j & -ra_j & 0 & 0 & 0 & 0 & 0 \\
-ra_j & 2 + 2ra_j & -ra_j & 0 & 0 & 0 & 0 \\
. & . & . & . & . & . & . \\
. & . & . & . & . & . & . \\
0 & 0 & 0 & 0 & -ra_j & 2 + 2ra_j & -ra_j \\
0 & 0 & 0 & 0 & -ra_j & 2 + 2ra_j & 0
\end{pmatrix}
\begin{pmatrix}
U_{i,j+1} \\
U_{2,j+1} \\
. \\
. \\
U_{N-2,j+1} \\
U_{N-1,j+1}
\end{pmatrix}
= 
\begin{pmatrix}
2 - 2ra_j & ra_j & 0 & 0 & 0 & 0 & 0 \\
ra_j & 2 - 2ra_j & ra_j & 0 & 0 & 0 & 0 \\
. & . & . & . & . & . & . \\
. & . & . & . & . & . & . \\
0 & 0 & 0 & 0 & ra_j & 2 - 2ra_j & ra_j \\
0 & 0 & 0 & 0 & ra_j & 2 - 2ra_j & 0
\end{pmatrix}
\begin{pmatrix}
U_{i,j} \\
U_{2,j} \\
. \\
. \\
U_{N-2,j} \\
U_{N-1,j}
\end{pmatrix}
\]
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\[ \begin{pmatrix}
U_{0,j} + U_{0,j+1} \\
0 \\
. \\
. \\
. \\
0 \\
U_{N,j} + U_{N,j+1}
\end{pmatrix} + ra_j \]

Linear system (10) gives \((N - 1)\) unknown pivotal values along the boundary \(x = 1\).

Problems (2), (3), and (4) can be solved in least-square sense, and a cost function can be defined as a sum of squared differences between measured temperatures and calculated values of \(U(x,t)\) by considering guesses estimated values of \(q(t)\).

\[ f(\text{Guesses estimated values of } q(t)) = \sum_{j=1}^{N} (U(a,t_j) - s_j)^2, \]

where \(U(a,t_j)\) are calculated by solving the direct parabolic problem. To do this, we consider prior guess for \(q(t)\). Also \(s_j = s(t_j)\) are measured temperatures at \(x = \alpha\). To find optimal solution of \(q(t)\), the equation (11) must be minimum.

3 Genetic algorithm (GA) for solving NIPP

Genetic algorithms, primarily developed by Holland [5], have been successfully applied to various optimization problems. It is essentially a searching method based on the Darwinian principles of biological evolution. Genetic algorithm is a stochastic optimization algorithm, which employs a population of chromosomes; each of them represents a possible solution. By applying genetic operators, each successive incremental improvement in a chromosome becomes the basis for the next generation. The process continues until the desired number of generations has been completed or the predefined fitness value has been reached [8].

The genetic algorithms differ from other methods of search and optimization in a number of ways. (a) Genetic algorithms search from a population of possible solutions instead of a single one. (b) The fitness or cost function used to resolve the redundancy has no requirement for continuity in the derivatives; so virtually any fitness function can be selected for optimizing. (c) Genetic algorithms use random operators throughout the process including reproduction, crossover, and mutation. (d) Genetic algorithms are blind, since no specified information about the intended problem is needed to obtain the final solution [8].
In this study a GA is considered for solving IPP. Consider chromosomes \( G_i = \{g_{i,1}, g_{i,2}, g_{i,3}, \ldots, g_{i,m}\} \), \( i = 1, 2, 3, \ldots, n \) and each \( g_{i,j} \in [-M, M] \) (In this work \( M \) is one). Each chromosome estimates values of \( q(t) \) at \( t_j, j = 1, 2, 3, \ldots, n \). Solve then parabolic problem by expressed discretization in previous section. In this work, equation (11) is considered as fitness function than must be minimum. Finally for determining unknown \( q(t) \), we find interpolation of \( m \)-points of the best chromosome at the end of algorithm. In this study an additional step is added to algorithm after step 4. We named this step repair operator. After applying crossover and mutation, some entries of chromosomes may exceed from \([-M, M]\); so repair operator returns those entries to the interval. The steps of GA for determining \( q(t) \) can be divided into the following steps:

1. Generate randomly an initial population of chromosomes.
2. Evaluate the fitness of each chromosome in the population.
3. Choose by tournament selection pairs of chromosome for combination. By applying \( N \)-point crossover create offspring of this selected parents.
4. Apply bitwise mutation on offspring.
5. Apply repair operator.
6. Evaluate fitness of offspring.
7. Update population and copy the offspring by \( \alpha \) probability.
8. Repeat step 3 to step 7, until finding acceptable fitness.

4 Nelder–Mead simplex search method for solving NIPP

This simplex search method, first proposed by Spendley, Hext, and Himsworth [13] and later refined by Nelder and Mead [9]. Their methods is one of the most efficient pattern search method currently available. This method is a derivative-free line search method that was particularly designed for traditional unconstrained minimization scenarios, such as the problems of nonlinear least squares, nonlinear simultaneous equations, and other types of function minimization [10]. In this method for \( N \) vertices of an initial simplex, evaluate cost function for each vertex at the first. Then the worth vertex replace by newly reflected and better point, which can be approximately located in the negative gradient direction. In the minimization problem with three initial simplex vertices, the method can be mention as follows [6,17]:

- \( x_h \): Vertex with highest cost function value.
- \( x_s \): Vertex with the second highest cost function value.
- \( x_l \): Vertex with lowest cost function value.
- \( x_c \): The centroid of vertices except \( x_h \).
1. Reflection. Reflect $x_h$ (Figure 1) and find $x_0$ such that

$$x_0 = 2x_c - x_h.$$ 

![Figure 1: Reflection $x_h$ toward $x_0$](image)

2. If $f(x_l) < f(x_0) < f(x_s)$, replace $x_h$ by $x_0$ and return to step 1.

3. Expansion. If $f(x_0) < f(x_l)$, then expansion operation makes $x_{00}$ (Figure 2). We replace $x_h$ by $x_0$ or $x_{00}$ depending on which function value is lower and return to step 1.

$$x_{00} = 2x_0 - x_c.$$ 

![Figure 2: Expansion](image)

4. Contraction. If $f(x_0) > f(x_s)$, then contraction operation makes $x_{00}$ by consider two cases:

...
(a) If $f(x_0) < f(x_h)$, find $x_{00}$ such that (Figure 3)

$$x_{00} = \frac{1}{2} x_0 - \frac{1}{2} x_c.$$  

Figure 3: Contraction operator when $f(x_0) < f(x_h)$

(b) If $f(x_0) \geq f(x_h)$, find $x_{00}$ such that (Figure 4)

$$x_{00} = \frac{1}{2} x_h - \frac{1}{2} x_c.$$  

Figure 4: Contraction operator when $f(x_0) \geq f(x_h)$

(c) If $f(x_{00}) < f(x_h)$ and $f(x_{00}) < f(x_0)$, then replace $x_h$ by $x_{00}$ and return to step 1.

(d) If $f(x_{00}) \geq f(x_h)$ or $f(x_{00}) > f(x_0)$, then reduce size of simplex by halving distances from $x_l$ and return to step 1.

The process terminates when either the number of iterations has exceeded a preset amount or the simplex size is smaller than a given value.

In this work, we consider the vectors, which are estimated $q(t)$, as the vertices of the simplex and equation (11) as the cost function. Initial vertices generate randomly. To find unknown $q(t)$, we interpolate the final vertex at the end of NM simplex search method.
5 hybrid algorithm for solving NIPP

GA and NM discussed separately; we now present a hybrid algorithm based on GA and NM. In this algorithm the population size is considered 10. In each iteration we sort the population by fitness of particles. Then top three particles are considered as vertices of NM and lead to NM subroutine, and other seven particles lead to GA subroutine. After applying these subroutines, all of particles are considered as entire of next iteration. The process terminates when pre certain number of iteration done. In this algorithm each particle estimates unknown \( q(t) \); also the initial population is generated randomly, and the cost function is considered equation (11). Finally for determining \( q(t) \) we find interpolation of m-points of the best particle at the end of algorithm. The steps of hybrid algorithm for determining unknown \( q(t) \) can be divided into the following steps:

1. Generate randomly a 10 dimension initial population of particles.
2. Sort population by fitness of particles.
3. Top three particles are lead to NM subroutine.
4. Next seven particles is lead to GA subroutine.
5. Repeat step 2 to step 4, until terminate criteria is not satisfied.

6 Convergence study

The convergence of the Genetic Algorithm and the Nelder–Mead simplex search method have been studied in [13, 15]. Since our presented hybrid method in Section 5 uses the Nelder–Mead simplex search method as a inner subroutine in the Genetic Algorithm, the general convergence is depend on the convergence of the genetic algorithm. Therefore, The hybrid method used in this work converges to optimal solution.

7 Numerical results

In this section we are going to demonstrate numerically, some results for the unknown function \( q(t) \) in the NIPPs of Section 2. The aim of this section is to show the applicability of the presented hybrid algorithm for solving NIPPs. To show utility of this algorithm, we solved three examples using GA, NM, and hybrid algorithm separately and compared them with each other. Now, we give the following examples in \( 0 < x < 1, 0 < t < 1 \).
Example 1.

\[ U_t(x, t) + U(x, t)U_x(x, t) = U_{xx}(x, t), \quad 0 < x < 1, \quad 0 < t < t_M, \quad (12a) \]

\[ U(x, 0) = \frac{1}{2} - \frac{1}{2} \tanh \left( \frac{x}{4} \right), \quad 0 \leq x \leq 1, \quad (12b) \]

\[ U(0, t) = \frac{1}{2} - \frac{1}{2} \tanh \left( \frac{-t}{8} \right), \quad 0 \leq t \leq t_M, \]

\[ U(1, t) = q(t), \quad 0 \leq t \leq t_M, \]

and the overspecified condition

\[ s(t_j) = U(0.5, t_j), \quad t_j = 0.05 \times j, \quad j = 0, 1, 2, \ldots, 20. \]

Here the exact \( U(x, t) \) and \( q(t) \) are \( \left( \frac{1}{2} - \frac{1}{2} \tanh \left( \frac{1}{4} (x - \frac{1}{2}) \right) \right) \) and \( \left( \frac{1}{2} - \frac{1}{2} \tanh \left( \frac{1}{4} (1 - \frac{1}{2}) \right) \right) \), respectively.

Example 2.

\[ U_t(x, t) - U(x, t)(1 - U(x, t)) = U_{xx}(x, t), \quad 0 < x < 1, \quad 0 < t < t_M, \quad (13a) \]

\[ U(x, 0) = \frac{1}{4} (1 - \tanh \left( \frac{1}{2\sqrt{6}} x \right))^2, \quad 0 \leq x \leq 1, \]

\[ U(0, t) = \frac{1}{4} (1 - \tanh \left( \frac{5t}{24} \right))^2, \quad 0 \leq t \leq t_M, \]

\[ U(1, t) = q(t), \quad 0 \leq t \leq t_M, \]

and the overspecified condition

\[ s(t_j) = U(0.5, t_j), \quad t_j = 0.05 \times j, \quad j = 0, 1, 2, \ldots, 20. \]

Here the exact \( U(x, t) \) and \( q(t) \) are \( \left( \frac{1}{4} (1 - \tanh \left( \frac{1}{2\sqrt{6}} (x - \frac{5}{2\sqrt{6}}) \right))^2 \right) \) and \( \left( \frac{1}{4} (1 - \tanh \left( \frac{1}{2\sqrt{6}} (1 - \frac{5}{2\sqrt{6}}) \right))^2 \right) \), respectively.

Example 3.

\[ U_t(x, t) = \frac{2t}{t^2 + 1} U_{xx}(x, t), \quad 0 < x < 1, \quad 0 < t < t_M, \quad (14a) \]

\[ U(x, 0) = \frac{1}{3} e^{-x}, \quad 0 \leq x \leq 1, \quad (14b) \]

\[ U(0, t) = \frac{t^2 + 1}{3}, \quad 0 \leq t \leq t_M, \quad (14c) \]

\[ U(1, t) = q(t), \quad 0 \leq t \leq t_M, \quad (14d) \]
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and the overspecified condition

\[ s(t_j) = U(0.9, t_j) + \sigma R, \quad j = 1, 2, 3, \ldots, 9, \]  

where \( t_j \)'s are the sinc times nodes.

\[(14e)\]

Here the exact \( U(x, t) \) and \( q(t) \) are \( e^{-x} \left( \frac{t^2 + 1}{3} \right) \) and \( e^{-1} \left( \frac{t^2 + 1}{3} \right) \), respectively.

\[(14f)\]

**Remark 2.** In a NIPP there are two sources of error in the estimation. The first source is the unavoidable bias deviation (or deterministic error). The second source of error is the variance due to the amplification of measurement errors (stochastic error). The global effect of deterministic and stochastic errors are considered in terms of the mean squared error or total error, [2],

\[ S = \left( \frac{1}{N-1} \sum_{j=1}^{N} (\hat{q}_j - q_j)^2 \right)^{\frac{1}{2}}, \]  

where \( N \) is the total number of estimated values, \( \hat{q}_j \) are calculated values from interpolated equation, and \( q_i \) are exact values of \( q(t) \). We use from value of total error to compare methods.

\[ (15) \]

### 7.1 Solving examples by genetic algorithm

In this subsection, at first, we use genetic algorithm for solving examples. Table I presents parameters of the proposed genetic algorithm.

In this algorithm, a population of 10 chromosomes of 20 genes is used as the initial guess for numerical results. The gens estimate 20 values of \( q(t_j) \) at \( t_j = j \times 0.05, \ j = 1, 2, 3, \ldots, 20 \). To determine unknown \( q(t) \), the best chromosome is interpolated at the end of algorithm. Tables II–IV present results of implementation of the proposed genetic algorithm to determine unknown \( q(t) \) at Examples 1–3, respectively.
Table 1: Parameters of the proposed genetic algorithm

<table>
<thead>
<tr>
<th>Representation</th>
<th>Real valued vectors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length of chromosomes</td>
<td>20</td>
</tr>
<tr>
<td>Recombination</td>
<td>N point crossover</td>
</tr>
<tr>
<td>Recombination probability</td>
<td>100%</td>
</tr>
<tr>
<td>Mutation</td>
<td>Swap</td>
</tr>
<tr>
<td>Mutation probability</td>
<td>$1/n$</td>
</tr>
<tr>
<td>Parent selection</td>
<td>Best of 2 out of random 4</td>
</tr>
<tr>
<td>Survivor selection</td>
<td>Replace random</td>
</tr>
<tr>
<td>Population size</td>
<td>10</td>
</tr>
<tr>
<td>Number of offspring</td>
<td>1</td>
</tr>
<tr>
<td>Initialization</td>
<td>Random.</td>
</tr>
<tr>
<td>Termination condition</td>
<td>Number of generation</td>
</tr>
</tbody>
</table>

Table 2: The results of 100 to 1000000 generations for determining $q(t)$ at Example 1 by implementing proposed genetic algorithm for a population of 10 chromosomes of 20 genes.

<table>
<thead>
<tr>
<th>Generation</th>
<th>Best fitness</th>
<th>Time (s)</th>
<th>S</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.027745</td>
<td>0.16</td>
<td>0.03165</td>
</tr>
<tr>
<td>1000</td>
<td>0.003935</td>
<td>1.01</td>
<td>0.00946</td>
</tr>
<tr>
<td>10000</td>
<td>0.000901</td>
<td>5.76</td>
<td>0.00685</td>
</tr>
<tr>
<td>100000</td>
<td>0.000097</td>
<td>58.42</td>
<td>0.00279</td>
</tr>
<tr>
<td>1000000</td>
<td>0.000051</td>
<td>563.14</td>
<td>0.00047</td>
</tr>
</tbody>
</table>

Table 3: The results of 100 to 1000000 generations for determining $q(t)$ at Example 2 by implementing proposed genetic algorithm for a population of 10 chromosomes of 20 genes.

<table>
<thead>
<tr>
<th>Generation</th>
<th>Best fitness</th>
<th>Time (s)</th>
<th>S</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.014947</td>
<td>0.51</td>
<td>0.29677</td>
</tr>
<tr>
<td>1000</td>
<td>0.009230</td>
<td>1.75</td>
<td>0.05083</td>
</tr>
<tr>
<td>10000</td>
<td>0.003019</td>
<td>7.19</td>
<td>0.00917</td>
</tr>
<tr>
<td>100000</td>
<td>0.000223</td>
<td>63.41</td>
<td>0.00231</td>
</tr>
<tr>
<td>1000000</td>
<td>0.000076</td>
<td>688.60</td>
<td>0.00048</td>
</tr>
</tbody>
</table>
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Table 4: The results of 100 to 1,000,000 generations for determining $q(t)$ at Example 3 by implementing proposed genetic algorithm for a population of 10 chromosomes of 20 genes

<table>
<thead>
<tr>
<th>Generation</th>
<th>Best fitness</th>
<th>Time (s)</th>
<th>$S$</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.010579</td>
<td>0.62</td>
<td>0.01337</td>
</tr>
<tr>
<td>1000</td>
<td>0.002323</td>
<td>1.36</td>
<td>0.00915</td>
</tr>
<tr>
<td>10000</td>
<td>0.000530</td>
<td>8.78</td>
<td>0.00411</td>
</tr>
<tr>
<td>100000</td>
<td>0.000021</td>
<td>59.46</td>
<td>0.00175</td>
</tr>
<tr>
<td>1000000</td>
<td>0.000018</td>
<td>480.67</td>
<td>0.00014</td>
</tr>
</tbody>
</table>

7.2 Solving examples by Nelder–Mead simplex search method

To solve presented examples by NM simplex search method, three initial vertices were generated randomly. Each vertex is considered a real valued vector by 20 entries. So each vertex estimates unknown $q(t)$, and each entry of vertices estimates $q(t_j)$ at $t_j = j \times 0.05, j = 1, 2, 3, \ldots, 20$. To determine unknown $q(t)$, the best vertex is interpolated at the end of algorithm. Tables 5 and 6 present results of implementation of NM for determine unknown $q(t)$ at Examples 1–3, respectively.

Table 5: The results of 100 to 1,000,000 iteration for determining $q(t)$ at Example 1 by implementing NM for three vertices

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Best fitness</th>
<th>Time (s)</th>
<th>$S$</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.545731</td>
<td>1.07</td>
<td>0.25919</td>
</tr>
<tr>
<td>1000</td>
<td>0.526974</td>
<td>7.32</td>
<td>0.24156</td>
</tr>
<tr>
<td>10000</td>
<td>0.073689</td>
<td>23.87</td>
<td>0.08513</td>
</tr>
<tr>
<td>100000</td>
<td>0.041615</td>
<td>184.09</td>
<td>0.06720</td>
</tr>
<tr>
<td>1000000</td>
<td>0.036381</td>
<td>1942.50</td>
<td>0.06669</td>
</tr>
</tbody>
</table>
Table 6: The results of 100 to 1000000 iteration for determining $q(t)$ at Example 2 by implementing NM for three vertices

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Best fitness</th>
<th>Time (s)</th>
<th>S</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.156634</td>
<td>0.89</td>
<td>0.20997</td>
</tr>
<tr>
<td>1000</td>
<td>0.147336</td>
<td>2.87</td>
<td>0.13720</td>
</tr>
<tr>
<td>10000</td>
<td>0.099725</td>
<td>17.90</td>
<td>0.08711</td>
</tr>
<tr>
<td>100000</td>
<td>0.054095</td>
<td>153.17</td>
<td>0.08124</td>
</tr>
<tr>
<td>1000000</td>
<td>0.017139</td>
<td>1626.01</td>
<td>0.02814</td>
</tr>
</tbody>
</table>

Table 7: The results of 100 to 1000000 iteration for determining $q(t)$ at Example 3 by implementing NM for three vertices

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Best fitness</th>
<th>Time (s)</th>
<th>S</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.115466</td>
<td>0.73</td>
<td>0.19575</td>
</tr>
<tr>
<td>1000</td>
<td>0.109927</td>
<td>1.98</td>
<td>0.12761</td>
</tr>
<tr>
<td>10000</td>
<td>0.080606</td>
<td>19.36</td>
<td>0.07540</td>
</tr>
<tr>
<td>100000</td>
<td>0.044853</td>
<td>113.71</td>
<td>0.07341</td>
</tr>
<tr>
<td>1000000</td>
<td>0.012802</td>
<td>1094.75</td>
<td>0.01937</td>
</tr>
</tbody>
</table>

7.3 Solving examples by hybrid algorithm

In this subsection, Examples 1–3 are solved by proposed hybrid algorithm in Section 5. In this algorithm, a population of 10 vectors of 20 entries is used as the initial guess for numerical results. Therefore, each vector estimates unknown $q(t)$ and each entry of vectors estimates $q(t_j)$ at $t_j = j \times 0.05, j = 1, 2, 3, \ldots, 20$. At the each iteration of hybrid algorithm, population is sorted by fitness. Then NM-subroutine is run for 10 iteration on top of three individuals of population and GA-subroutine applies genetic operations (recombination and mutation) on next seven individuals. To determine unknown $q(t)$, the best vertex is interpolated at the end of algorithm. Tables 8–10 present results of implementation of hybrid algorithm for determine unknown $q(t)$ at Examples 1–3, respectively. Figures 5–7 present exact and numeric $q(t)$ for 1000 iterations at Examples 1–3, respectively.
Table 8: The results of 100 to 1000 iteration for determining $q(t)$ at Example 1 by implementing hybrid algorithm for ten vertices

<table>
<thead>
<tr>
<th>Hybrid iterations</th>
<th>Best fitness</th>
<th>Time (s)</th>
<th>S</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.000077</td>
<td>49.51</td>
<td>0.00126</td>
</tr>
<tr>
<td>1000</td>
<td>0.000039</td>
<td>461.29</td>
<td>0.00041</td>
</tr>
</tbody>
</table>

Figure 5: Exact and numeric $q(t)$ for 1000 iterations by implementing hybrid algorithm at Example 1

Table 9: The results of 100 to 1000 iteration for determining $q(t)$ at Example 2 by implementing hybrid algorithm for ten vertices

<table>
<thead>
<tr>
<th>Hybrid iterations</th>
<th>Best fitness</th>
<th>Time (s)</th>
<th>S</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.000105</td>
<td>41.78</td>
<td>0.00212</td>
</tr>
<tr>
<td>1000</td>
<td>0.000028</td>
<td>436.22</td>
<td>0.00038</td>
</tr>
</tbody>
</table>

Table 10: The results of 100 to 1000 iteration for determining $q(t)$ at Example 3 by implementing hybrid algorithm for ten vertices

<table>
<thead>
<tr>
<th>Hybrid iterations</th>
<th>Best fitness</th>
<th>Time (s)</th>
<th>S</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.000063</td>
<td>37.19</td>
<td>0.00092</td>
</tr>
<tr>
<td>1000</td>
<td>0.000016</td>
<td>389.83</td>
<td>0.00038</td>
</tr>
</tbody>
</table>
7.4 Comparison

In this paper, the genetic algorithms, Nelder–Mead simplex search method and hybrid algorithm have explained for solving the nonlinear inverse parabolic problem by some numerical examples. To examine the utility of solutions, we compare the values of total error(s) and their execute times in the estimated solutions. The unknown \( q(t) \) has estimated by the some different numbers of iterations for each method. Results show that the accuracy of GA is better than NM for 100 to 1000000 iterations. Figures 8 to 10 show the convergency study for different iterations for GA and NM at first and second example, respectively. Also execute time of GA is less than NM at both examples in all iterations. But when GA and NM have combined and hybrid algorithm
An efficient hybrid algorithm based on genetic algorithm has created, exploitation of NM and exploration of GA caused that accuracy improve. As total error of hybrid algorithm for 100 and 1000 iterations became better in comparison with the NM and GA performance with almost the same execute time.

Figure 8: Values of total error(S) for different numbers of iterations by implementing NM and GA at Example 1

Figure 9: Values of total error(s) for different numbers of iterations by implementing NM and GA at Example 2
8 Conclusion

A numerical method to estimate unknown boundary condition is proposed for these kinds of NIPPs, and the following results are obtained:

1. The present study successfully applies the numerical method to NIPPs.

2. To solve the NIPPs by GA, NM, and hybrid algorithm, the unknown function will be guessed and we do not need the regularization. This will improve the execution time.

3. This hybrid algorithm is able to combine with every direct solution methods.

4. This method does not need to powerful mathematic base.

5. Acceptable accuracy and execute time at the hybrid algorithm.
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Abstracts
حل تقریبی مساله خطی زمان-مکان کسری با استفاده از توابع اندازه‌گیر

سماه صربی زیدی، علی وحیدیان کامیابی، سهراب نقشی
دانشگاه فردوسی مشهد، دانشکده علوم رایافز، گروه ریاضی کاربردی

دریافت مقاله 21 فروردین 1395، دریافت مقاله اصلاح شده 24 آذر 1395، پذیرش مقاله 12 بهمن 1395

چکیده: در این مقاله، مشتق کسری ریمان-لیوویل را برای توابع انگرال-پذیر لیگ تتوسع خواهیم داد. سپس این تقریب را برای حل رده‌ای خاص از معادلات دیفرانسیل با مشتق‌های زمانی کسری به کار خواهیم برده. برای این منظور، مساله فوق را به یک مساله بهینه‌سازی گسترش داده و گونه‌ای که یا با پانچ جواب این مساله بهینه‌سازی تقریب مناسبی از جواب مساله اصلی به دست خواهد آمد. کارآمدی روش را در مقاله‌های آینده نشان دهید.

کلمات کلیدی: مشتق کسری ریمان-لیوویل، معادله دیفرانسیل کسری، معادله دیفرانسیل با مشتق‌های جزئی کسری، توابع انگرال-پذیر و اندازه‌گیری لیگ.
روش شار موج تغییر یافته برای حل معادله اولر یک بعدی با ترمبهای منع تلقی

حسین مهدوی‌نژاد
دانشگاه بیرجند، گروه عمران

دریافت مقاله ۲۲ مهر ۱۳۹۵، دریافت مقاله اصلاح شده ۱۱ بهمن ۱۳۹۵، پذیرش مقاله ۹ اسفند ۱۳۹۶

چکیده: در این مقاله یک روش نوین حجم محدود نوع گودونوف برای حل معادلات اولر یک بعدی ارائه گردیده است. روش عدید معرفی شده در اینجا خوش توزان یافته و قادر به تقریب روش حل با یک مجموعه ای از یک پایستگی ها از هر سطح مشترک سلول ریمان می‌باشد. ترمبهای منع مرتبط نیز در داخل تفاضل شاهداي دو سلول محاسباتی روش حجم محدود رفتار می‌گردد. ابتدا توانایی حل کننده عدید تحت تأثیر ترمبهای منع تلقی بررسی گردیده و نتایج با حل پر در و روش ویژه دیده می‌شود. 

سپس یک تغییر خوش توزان یافته روش مورد نظر برای حل مسائل با حالت امن‌گری و عالی‌رتبه روش پیشنهادی برای مدل سازی اغتشاشات با دامنه کوچک و زیرک یکنواحی گرفته‌می‌شود. نتایج عدید نشان می‌دهد که روش خوش توزان معرفی شده پیش بینی‌های دقیقی برای مسائل داده شده به‌راهه‌ای می‌باشد.

کلمات کلیدی: روش پخش موج، روش شار موج، حل کننده ریمان، خوش توزان، معادلات اولر.
روش جستجوی همسایگی متغیر برای مسئله بیشینی رنگ آمیزی مجموع روش گراف‌های ساده

خلاصه جستجوی همسایگی متغیر برای مسئله بیشینی رنگ آمیزی مجموع روش گراف‌های ساده

دریافت مقاله 11 دی 1395، تیر مقاله اصلاح شده 27 خرداد 1396، پذیرش مقاله 9 اسفند 1396

چکیده: مسئله رنگ آمیزی مجموع کمیته (MSCP) (عیارشته از یافته رنگ آمیزی راشه مجاز برای G‌گراف به استفاده از اعداد طبیعی (1 و 2 و ... و n) مطرح که مجموع اعدادی که عنوان رنگ به رئوس نسبت داده شده، کمینه شود. هدف اصلی در این مقاله ارایه یک روش جستجوی همسایگی متغیر مربوط به این مسئله می‌باشد. برای افرایش سرعت جستجوی همسایگی از مفهوم جدیدی به نام تک‌هداگره جدید استفاده شده است. در نهایت عملکرد قابل قبول روش ارایه شده و 13 مسئله مانند شده که جنگل‌برداری نکنند و مجموعه ای الگوهای استفاده آنها که در ده‌ها روش ابتکاری در ده‌ها روش ابتکاری در ده‌ها روش ابتکاری در ده‌ها روش ابتکاری در ده‌ها روش ابتکاری در ده‌ها روش ابتکاری در ده‌ها روش ابتکاری در ده‌ها روش ابتکاری در ده‌ها روش ابتکاری

کلمات کلیدی: رنگ آمیزی کمیته؛ جستجوی همسایگی متغیر؛ مجموع رنگ‌ی؛ راس تک‌هداگره؛ مجموعه تک‌هداگره؛ مجموعه کاهنده.
چکیده: یکی از مهم‌ترین مسائل برای به کارگیری مدل‌های تحلیل پوششی داده‌ها، شناسایی بازده به میزان تکنولوژیک (TRTS) می‌باشد. اگر در نظر گرفتگی می‌شود، این روش عینی از زاویه‌های آنادیوگرای شکاف میان تابی و متغیر استفاده می‌کند. TRTS در دو روش آقایانی و در آن دو روش باشند. این واقعیت، در این مقاله، مبنای اینکه شکاف در دو روش TRTS، برای تبدیل مقدارهای توزیعی و/یا کاهشی می‌باشد. در این مقاله، مایه‌ها و بازدهی TRTS باید ترکیبی هم یک به‌هم یک باشد. این مقاله به‌صورتی استفاده می‌کند که در هر روش TRTS، در دو روش آقایانی و در آن دو روش باشند. این واقعیت، مبنای اینکه شکاف در دو روش TRTS، برای تبدیل مقدارهای توزیعی و/یا کاهشی می‌باشد.

کلمات کلیدی: تحلیل پوششی داده‌ها؛ بازده به میزان تکنولوژیک
طرح‌های صریح و ضمینی برای مدل ویروس‌هایی از مرتبه کسری

چکیده:
در این مقاله، یک مدل از مرتبه کسری برای جمعیت موس‌ها معرفی شده است. برجی از طرح‌های صریح و ضمینی مانند روش‌های تنا و تفاصلات متناهی غیر استاندارد (NSFD) برای حل عددی دستگاه معادلات دیفرانسیل معمولی غیر خطی به نام مدل ویروس‌ایپیدی هالیت اجرا شده است. این روش ها با هم مقایسه شده و بحث شده است که این روش خواص مثبت بودن جواب‌های در حالی سیستم‌های از مرتبه صحیح را حفظ می‌کند. چنین روش‌هایی از لحاظ ارزیابی و روش‌هایی که به روش‌های ساده‌تر و ساده‌تری نسبت به روش‌های ضمینی تفاصلات متناهی غیر استاندارد دستگاه کاربردی دارند و دارای دقت خوبی هستند.

کلمات کلیدی: روش‌های صریح و ضمینی؛ روش‌های تنا؛ روش تفاصلات متناهی غیر استاندارد؛ دستگاه معادلات دیفرانسیل غیر خطی از مرتبه کسری؛ مدل جمعیت موس‌ها.
روش هم محلی گسته برای معادلات انتگرالی ولترا بطور ضعیف تکین با هسته های لگاریتمی

پیام مختصری
دانشگاه صنعتی Seit گلریزی، دانشگاه علوم پایه، گروه ریاضی

چکیده: یک روش هم محلی گسته مناسب به منظور حل معادلات انتگرالی ولترا بطور ضعیف تکین با هسته های لگاریتمی مورد بررسی قرار گرفته است. یکی از ویژگی‌های این معادلات این است که در حالت کلی مشترک مستقیماً با جواب ماتریسی یک روابط لگاریتمی وقایعی که در میان نابینه است. در این مقاله برای ساخت یک جواب تقریبی می‌توان با جواب واقعی یک روابط هم محلی جدید را معرفی کنیم که در آن جمله اینهای مونتیر-لگاریتمی به عنوان تابع پایه ای یکنکار برد می‌شود. یعنی در پایه‌های این روابط منجر به انتگرال‌های با تکنیک های لگاریتمی می‌شود که اغلب حل آنها به روش عادی مشکل است. یک روش انتگرال گیری عادی مناسب با توابع ورزن لگاریتمی را یکی از روش‌های انتگرال‌های بسیار جدید هسته‌ای می‌باشد. در این مقاله منظور روش‌های انتگرال‌گیری گاوس-زاکری کاپی‌های از افت و سوی آن برای انتگرال‌های با توابع ورزن لگاریتمی توجه به شده‌اند. الگوسی‌های مهگی روش پیشنهادی ارتاره می‌شود و برای تایید دقیق مناسب تایید دقیق و مناسب

کلمات کلیدی: روش هم محلی گسته؛ جمله ای های مونتیر-لگاریتمی؛ روش انتگرال‌گیری عادی؛ معادلات انتگرالی ولترا بطور ضعیف تکین با هسته های لگاریتمی.
یک الگوی ترکیبی کارا بر اساس الگوی زننگی و روش جستجوی نلدر- مید برای حل مسائل مکوس سهمی غیرخطی

حسن دانی مزرعه و رضا پورقانی
دانشگاه دامغان، دانشکده ریاضی و علوم کامپیوتر

دریافت مقاله ۱۵ آذر ۱۳۸۹، دریافت مقاله اصلاح شده ۴ آذر ۱۳۸۹، پذیرش مقاله ۲۲ خرداد ۱۳۹۷

چکیده: در این مقاله، یک الگوی ترکیبی بر اساس الگوی زننگی و روش جستجوی سیمپلکس نلدر- مید با روش کمترین مربعات برای تعیین درجه حرارت در مسائل سهمی مکوس غیرخطی ترکیبی مورد بررسی قرار گرفت. نتایج نشان داد که این روش ترکیبی بهتر از الگوی زننگی و روش جستجوی سیمپلکس نلدر- مید به طور چندگانه است. نتایج عددی با پیاده سازی الگوریتم‌های مطرح شده در یک پردازنده نک هسته‌ای با سرعت GHz ۲٫۴ به آن مطابقت دارد.

کلمات کلیدی: ترکیبی؛ مسائل مکوس غیرخطی سهمی؛ الگوی زننگی؛ نلدر- مید؛ روش NIPP; کمترین مربعات.
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