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Abstract

We use the Müntz Legendre wavelets and operational matrix to solve a system of fractional integro-differential equations. In this method, the system of integro-differential equations shifts into the systems of the algebraic equation, which can be solved easily. Finally, some examples confirming the applicability, accuracy, and efficiency of the proposed method are given.


Keywords: System of fractional integro-differential equations; Caputo fractional derivative; Müntz Legendre method.

1 Introduction

The theory of fractional calculus and especially fractional differential equations has recently become a popular topic, and many natural phenomena are modeled by it in [26, 21, 28, 11, 17, 2, 3]. The fractional integro-differential equations (FIDEs) are generalized integro-differential equations. In general, it is very difficult to obtain an exact solution for most FIDEs, so the use of approximate methods seems necessary. Many studies have used approximate methods to solve FIDE problems, such as Adomian decomposition method [9, 18], variational iteration method [10, 29, 22], the generalized differential transform method [1, 23], the homotopy perturbation method [36, 27], the collocation method [12, 19, 14, 34, 16], and block-pulse functions (BPFs) method [4, 7, 32, 33].

One type of the numerical methods that has been used effectively for solving FIDEs is wavelets methods, which can be referred to in as Legendre...
wavelets [35], Chebyshev wavelets [37], Haar wavelets [31], Bernoulli wavelet [13, 30], and Müntz Legendre wavelets [5]. Consider the following nonlinear system of FIDEs, where \( s, t \in [0, 1], 0 < p, q \leq 1 \), and \( D^p \) and \( D^q \) represent Caputo derivative:

\[
\begin{align*}
D^p y_1(t) &= f_{11}(t, y_1(t), y_2(t)) + \int_0^t f_{12}(s, y_1(s), y_2(s))ds, \\
D^q y_2(t) &= f_{21}(t, y_1(t), y_2(t)) + \int_0^t f_{22}(s, y_1(s), y_2(s))ds.
\end{align*}
\]

(1)

In this article, Müntz Legendre wavelets and operational matrix have been used to obtain a numerical solution for relation (1).

The organization of the paper is as follows: In Section 2, some basic results from the fractional calculus and the definition of Müntz Legendre wavelets are given. In Section 3, a numerical method based on Müntz Legendre wavelets for an approximation system of FIDEs and its convergence analysis is presented. In Section 4, the mentioned method has been examined by some examples. Finally, the conclusion is given in Section 5.

2 Preliminaries

In this section, some basic results from the fractional calculus and Müntz polynomial are given.

2.1 Caputo derivative and Riemann–Liouville integral

**Definition 1** (see [25]). The fractional derivative of \( f(t) \) in Caputo sense for \( p, t \in [0, 1] \) is defined as

\[
D^p f(t) = \frac{1}{\Gamma(1-p)} \int_0^t (t-\tau)^{-p} f'(\tau)d\tau,
\]

where \( f(t) \) is an unknown function in an appropriate functional space and \( \Gamma \) is the gamma function.

**Definition 2** (see [25]). The Riemann–Liouville fractional integral of order \( p \) can be defined as follows:

\[
I^p f(t) = \frac{1}{\Gamma(p)} \int_0^t (t-s)^{p-1} f(s)ds.
\]

**Remark 1** (see [25]). The following relationships exist between Caputo derivative and Riemann–Liouville integral:
\[
D^p I^p f(t) = f(t),
\]
\[
I^p D^p f(t) = f(t) - \sum_{m=0}^{n-1} \frac{f^{(m)}(0^+)}{m!} t^m, \quad t \geq 0, \quad n - 1 < p < n. \quad (2)
\]

2.2 Müntz polynomial and Müntz Legendre wavelets

**Theorem 1** (see [24]). The sequence \( \{\lambda_i\}_{i=0}^{\infty} \), with \( 0 \leq \lambda_0 < \lambda_1 < \cdots \to \infty \) is fundamental in \( L_2[0,1] \) if and only if
\[
\sum_{k=1}^{\infty} \lambda_k^{-1} = \infty.
\]

The classical Müntz polynomial is represented as
\[
\sum_{k=0}^{N} a_k \lambda_k,
\]
where \( a_k \in \mathbb{R} \).

The Müntz Legendre polynomial is an orthogonalized Müntz polynomial respect to the Lebesgue measure in \([0, 1]\). Assume that \( \Lambda_n = \{\lambda_0, \lambda_1, \lambda_2, \ldots, \lambda_n\} \) and that
\[
\text{Re}(\lambda_k) > -\frac{1}{2} \quad (k \in \mathbb{N}_0), \quad \lambda_k \neq \lambda_j \quad (k \neq j).
\]

Then we can represent Müntz Legendre polynomial as follows (see [8, 20]):

\[
\mathcal{L}_n(t) = \sum_{k=0}^{n} c_{k,n} t^{\lambda_k}, \quad c_{k,n} = \frac{\prod_{j=0}^{n-1} (\lambda_k + \lambda_j + 1)}{\prod_{j=0, j \neq k}^{n} (\lambda_k - \lambda_j)} \quad (n \in \mathbb{N}_0).
\]

In this paper, we set \( \lambda_k = k\gamma \) and \( \gamma = 1 \).

Müntz Legendre wavelets are defined on \([0, 1]\) as (see [5]):

\[
\varphi_{nm}(t) = \begin{cases} 
\sqrt{2^{k-1}(1+2m\gamma)} + \mathcal{L}_m(2^{k-1}t - n - 1, \gamma), & n - 1 \leq t < n - \frac{1}{2k-1}, \\
0, & \text{otherwise},
\end{cases}
\]

where \( n = 1, 2, \ldots, 2^{k-1}, \quad m = 0, 1, 2, \ldots, M - 1(k, M \in \mathbb{N}) \), and \( \mathcal{L}_m(t, \gamma) \) is the well-known Müntz Legendre of order \( m \), that in which \( \lambda_k = k\gamma \).
3 Approximation of function by using Müntz Legendre wavelets

Any function \( y \) belonging to \( L_2[0,1] \) can be expanded by Müntz Legendre wavelets as follows (see [5]):

\[
y(t) \simeq \sum_{n=1}^{\infty} \sum_{m=0}^{\infty} a_{nm} \varphi_{nm}(t).
\]

Assume that

\[
\{ \varphi_{1,0}(t), \ldots, \varphi_{1,M-1}(t), \varphi_{2,0}(t), \ldots, \varphi_{2,M-1}(t), \ldots, \\
\varphi_{2^{k-1},0}(t), \ldots, \varphi_{2^{k-1},M-1}(t) \}
\]

is a set of Müntz Legendre wavelets and that

\[
X = \text{span}\{ \varphi_{1,0}(t), \ldots, \varphi_{1,M-1}(t), \varphi_{2,0}(t), \ldots, \varphi_{2,M-1}(t), \ldots, \\
\varphi_{2^{k-1},0}(t), \ldots, \varphi_{2^{k-1},M-1}(t) \}.
\]

Since \( X \) is a finite-dimensional function space of \( L_2[0,1] \), so \( y \) has the best unique approximation \( y_{m'} \in X \) such that \( \| y - y_{m'} \| \leq \| y - x \| \) for all \( x \in X \).

Moreover, there are unique coefficients \( a_{nm} \) such that

\[
y(t) \simeq y_{m'} = \sum_{n=1}^{2^{k-1}} \sum_{m=0}^{M-1} a_{nm} \varphi_{nm}(t) = A_{nm}^T \Phi_{nm}(t),
\]

where

\[
A_{nm} = \begin{bmatrix} a_{1,0}, & \ldots, & a_{1,M-1}, & a_{2,0}, & \ldots, & a_{2,M-1}, & \ldots, & a_{2^{k-1},0}, & \ldots, & a_{2^{k-1},M-1} \end{bmatrix}^T,
\]

\[
\Phi_{nm}(t) = \begin{bmatrix} \varphi_{1,0}(t), & \ldots, & \varphi_{1,M-1}(t), & \varphi_{2,0}(t), & \ldots, & \varphi_{2,M-1}(t), & \ldots, \\
\varphi_{2^{k-1},0}(t), & \ldots, & \varphi_{2^{k-1},M-1}(t) \end{bmatrix}^T.
\]

Equation (4) can be rewritten as

\[
y(t) \simeq y_{m'}(t) = \sum_{i=1}^{m'} a_i \varphi_i(t) = A_{m'}^T \Phi_{m'}(t),
\]

where

\[
A_{m'} = \begin{bmatrix} a_1, & \ldots, & a_M, & a_{M+1}, & \ldots, & a_{2M}, & \ldots, & a_{2^{k-1}(M+1)}, & \ldots, & a_{m'} \end{bmatrix}^T
\]
\[ \Phi_{m'} = \begin{bmatrix} \varphi_1(t), \ldots, \varphi_M(t), \varphi_{M+1}(t), \ldots, \varphi_{2M}(t), \ldots, \varphi_{2k-1}(M+1)(t), \ldots, \varphi_{m'}(t) \end{bmatrix}^T, \]

\[ a_i = a_{nm}, \quad \varphi_i = \varphi_{nm}, \quad i = (n-1)M + m + 1, \quad m' = 2^{k-1}M. \]

Suppose that \( t_i = \frac{2i-1}{2m'}, \ i = 1, 2, 3, \ldots, m' \) are collocation points. We define the Müntz Legendre wavelets \( \Psi \) as follows:

\[ \Psi_{m' \times m'} = \begin{bmatrix} \Phi(1) & \Phi(3) & \Phi(5) & \cdots & \Phi\left(\frac{2m'-1}{2m'}\right) \end{bmatrix}. \]

**Theorem 2** (see [6]). Suppose that \( y(t) \in C^M[0,1] \). Let \( y_{m'}(t) \in X \) be the approximation of \( y(t) \) via wavelet, and that there exists \( D \in \mathbb{N} \) such that \( |y^{(M)}(t)| < D \) for all \( t \in [0,1] \). Then

\[ ||e_y|| = ||y(t) - y_{m'}(t)|| \leq \frac{D}{M2^{M(k-1)}}. \]

**Theorem 3.** Suppose that in (1), \( f_{ij} \ (i,j = 1, 2) \) satisfies the Lipschitz condition and \( y_{m'} \) is an approximate solution of \( y_i(t) \) by the Müntz Legendre wavelets method. If \( k, M \to \infty \), then \( ||e_i|| = ||y_i - y_{m'}|| \to 0 \).

**Proof.** Let \( r_i(t) \ (i = 1, 2) \) be perturbation terms and let \( [p_i] = m_i \). We can write \( y_{m'} \), and \( y_{m'} + e_i \) as follows:

\[ y_{m'}(t) = \frac{1}{k!} \sum_{k=1}^{m_i} r_i(x) + \frac{1}{\Gamma(p_i)} \int_0^t (t-x)^{p_i-1} f_{i1}(x, y_{m'}(x), y_{m'}(x)) dx 
+ \frac{1}{\Gamma(p_i)} \int_0^t \int_0^x (t-x)^{p_i-1} f_{i2}(s, y_{m'}(s), y_{m'}(s)) ds dx, \]

\[ y_{m'}(t) + e_i(t) = \frac{1}{k!} \sum_{k=1}^{m_i} r_i(x) + \frac{1}{\Gamma(p_i)} \int_0^t (t-x)^{p_i-1} f_{i1}(x, y_{m'}(x) + e_i(x), y_{m'}(x)) + e_2(x) dx 
+ \frac{1}{\Gamma(p_i)} \int_0^t \int_0^x (t-x)^{p_i-1} f_{i2}(s, y_{m'}(s) + e_1(s), y_{m'}(s) + e_2(s)) ds dx. \]

By subtracting (6) from (7) and employing the Lipschitz condition, we have

\[ ||e_i|| \leq ||r_i|| + \frac{1}{\Gamma(p_i)} L_1(||e_1|| + ||e_2||) \int_0^t (t-x)^{p_i-1} dx \]

\[ + \frac{1}{\Gamma(p_i)} L_1(||e_1|| + ||e_2||) \int_0^t \int_0^x (t-x)^{p_i-1} ds dx. \]
By setting \( \max\{L_1, L_2\} = L, |y_i^{(M)}(t)| < D_i (i = 1, 2), D = \max\{D_1, D_2\} \) and using Theorem 1, we can write
\[
\|e_i\| \leq \|r_i\| + L(\|e_1\| + \|e_2\|)\left(\frac{1}{\Gamma(p_i + 1)} + \frac{1}{\Gamma(p_i + 2)}\right)
\]
\[
\leq \|r_i\| LD \frac{1}{M!2^{M(k-1)}}\left(\frac{1}{\Gamma(p_i + 1)} + \frac{1}{\Gamma(p_i + 2)}\right).
\]
(9)

Since \( k, M \to \infty \), then \( \|r_i\| \to 0 \). We can conclude that \( \|e_i\| \to 0 \) (i = 1, 2).

\[ \square \]

3.1 Operational matrix of the fractional integration

In this section, we review the fractional-order operational matrix of integration related to the Müntz Legendre wavelets. For this purpose, the required definitions and lemmas are given from [30].

**Definition 3.** For \( m' = 2^{k-1}M \) and \( i = 1, 2, \ldots, m' \), the set of BPFs is defined as
\[
\hat{b}_i(t) = \begin{cases} 
1, & \frac{(i-1)}{m'} \leq t < \frac{i}{m'}, \\
0, & \text{otherwise}.
\end{cases}
\]

We use the following properties of BPFs:
\[
\hat{b}_i(x)\hat{b}_j(x) = \begin{cases} 
\hat{b}_i(x), & i = j, \\
0, & i \neq j,
\end{cases}
\]
\[
\int_0^x \hat{b}_i(x)\hat{b}_j(x)dx = \begin{cases} 
\frac{1}{m'}, & i = j, \\
0, & i \neq j.
\end{cases}
\]

**Definition 4.** Suppose that \( U = [u_1, u_2, \ldots, u_m]^T \) and \( V = [v_1, v_2, \ldots, v_m]^T \). We define
\[
U \otimes D = [u_1v_1, u_2v_2, \ldots, u_mv_m]^T.
\]

**Lemma 1.** Let \( \hat{B}_{m'} = [\hat{b}_1, \hat{b}_2, \ldots, \hat{b}_{m'}]^T \), and suppose that \( f(t), g(t) \in L_2[0,1] \) can be written as \( f(t) = F^T \hat{B}_{m'}(t) \) and \( g(t) = G^T \hat{B}_{m'}(t) \) (\( F^T = [f_1, f_2, \ldots, f_{m'}], G^T = [g_1, g_2, \ldots, g_{m'}] \)). Then
\[
f(x)g(x) \approx F^T \hat{B}_{m'}(t)G^T \hat{B}_{m'}(t) = (F^T \otimes G^T)\hat{B}_{m'}(t),
\]
(10)
\[
f(x)^2 \approx (F^T \hat{B}_{m'}(t))^2 = (F^T)^2\hat{B}_{m'}(t).
\]
(11)
The Riemann–Liouville fractional integration of order $\alpha$ of BPFs can be presented as (see [15]):

$$I^\hat{P}B_m(t) \approx F^pI\hat{P}B_m(t),$$  \hspace{1cm} (12)

where $F^p$ is the BPFs operational matrix with

$$F^p = \left( \frac{1}{m!} \right)^p \frac{1}{\Gamma(p+2)} \begin{bmatrix} 1 & f_1 & f_2 & \cdots & f_{m'-1} \\ 0 & f_1 & f_2 & \cdots & f_{m'-2} \\ 0 & 0 & f_1 & \cdots & f_{m'-3} \\ 0 & 0 & 0 & \cdots & f_{m'-4} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & 1 \end{bmatrix}.$$  

in which $f_k = (k+1)^{p+1} - 2k^{p+1} + (k-1)^{p+1}$, $k = 1, 2, \ldots, m' - 1$.

We now derive the operational matrix of fractional integration of Müntz Legendre wavelets. The integration of Müntz Legendre wavelets $\Phi_m(x)$ can be expressed as

$$I^P\Phi_m(t) = \int_0^t \Phi_m(s)ds \approx P_m^m\Phi_m(t),$$  \hspace{1cm} (13)

where the $m'$-square matrix $P_m^m$ is called Müntz Legendre wavelets operational matrix. Also

$$I^P\Phi_m(t) \approx P_m^m\Phi_m(t),$$  \hspace{1cm} (14)

where $P_m^m$ is called Müntz Legendre wavelets fractional integral operational matrix.

The Müntz Legendre wavelets can be expanded into $m'$-set BPFs as

$$\Phi_m(t) \approx \Psi_m \hat{P}_m(t).$$  \hspace{1cm} (15)

Considering (12), we can write (14) and (15) as

$$I^P\Phi_m(t) \approx I^P\Psi_m \hat{P}_m(t) \approx \Psi_m I^P\hat{P}_m(t) \approx \Psi_m F^pI\hat{P}_m(t),$$

$$P_m^m\Phi_m(t) \approx I^P\Phi_m(t) \approx \Psi_m F^p\hat{P}_m(t) \approx \Psi_m F^p\Psi_{m}^{-1}\Phi_m(t).$$

Finally, we conclude

$$P_m^m \approx \Psi_m F^p\Psi_{m}^{-1}.$$  

4 Examples

In this section, some examples are solved by using the proposed method with different parameters.
Example 1. Consider
\[
\begin{align*}
D^\frac{1}{2} y_1(t) &= \Gamma(\frac{3}{2}) + \int_0^t [y_1(s) + y_2(s)] ds, \\
D^\frac{3}{2} y_2(t) &= y_1(t) + y_2(t) - \Gamma(\frac{3}{2}),
\end{align*}
\]
where \( y_1(0) = 0, y_2(0) = 0. \)

Exact solutions for system (16) are \( y_1(t) = \sqrt{t} \) and \( y_2(t) = -\sqrt{t}. \) Indeed
\[
D^\frac{1}{2} y_1(t) \approx G^T_{m'} \Phi_{m'}(t), \quad D^\frac{3}{2} y_2(t) \approx H^T_{m'} \Phi_{m'}(t),
\]
where
\[
G^T_{m'} = [g_1, g_2, \ldots, g_{m'}], \quad H^T_{m'} = [h_1, h_2, h_3, \ldots, h_{m'}].
\]
By using the initial conditions and (2), (14), (15), and (17), we have
\[
\begin{align*}
y_1(t) &= I^\frac{1}{2} D^\frac{1}{2} y_1(t) + y_1(0) \approx G^T_{m'} \mathcal{P}^\frac{1}{2}_{m'} \Phi_{m'}(t) \approx G^T_{m'} \mathcal{P}^\frac{1}{2}_{m'} \Psi_{m'} \hat{B}_{m'}(t), \\
y_2(t) &= I^\frac{3}{2} D^\frac{3}{2} y_2(t) + y_2(0) \approx H^T_{m'} \mathcal{P}^\frac{3}{2}_{m'} \Phi_{m'}(t) \approx H^T_{m'} \mathcal{P}^\frac{3}{2}_{m'} \Psi_{m'} \hat{B}_{m'}(t).
\end{align*}
\]
Then, from (13) and (18), we obtain
\[
\int_0^t y_1(s) ds \approx \int_0^t G^T_{m'} \mathcal{P}^\frac{1}{2}_{m'} \Phi_{m'}(s) ds = G^T_{m'} \mathcal{P}^\frac{1}{2}_{m'} \int_0^t \Phi_{m'}(s) ds = G^T_{m'} \mathcal{P}^\frac{1}{2}_{m'} \Psi_{m'} \hat{B}_{m'}(t),
\]
and similarly
\[
\int_0^t y_2(s) ds \approx H^T_{m'} \mathcal{P}^\frac{3}{2}_{m'} \Psi_{m'} \hat{B}_{m'}(t).
\]
By replacing (17)–(20) into (16), we obtain
\[
\begin{align*}
G^T_{m'} \Psi_{m'} \hat{B}_{m'}(t) &= \Gamma(\frac{3}{2}) \left[1, 1, \ldots, 1\right]_{1 \times m'} \hat{B}_{m'}(t) + (G^T_{m'} \mathcal{P}^\frac{1}{2}_{m'} \Psi_{m'} + H^T_{m'} \mathcal{P}^\frac{3}{2}_{m'} \Psi_{m'}) \hat{B}_{m'}(t), \\
H^T_{m'} \Psi_{m'} \hat{B}_{m'}(t) &= (G^T_{m'} \mathcal{P}^\frac{1}{2}_{m'} \Psi_{m'} + H^T_{m'} \mathcal{P}^\frac{3}{2}_{m'} \Psi_{m'}) \hat{B}_{m'}(t) - \Gamma(\frac{3}{2}) \left[1, 1, \ldots, 1\right]_{1 \times m'} \hat{B}_{m'}(t).
\end{align*}
\]
Relation (21) can be rewritten as follows:
\[
\begin{align*}
G^T_{m'} \Psi_{m'} &= \Gamma(\frac{3}{2}) \left[1, 1, \ldots, 1\right]_{1 \times m'} + G^T_{m'} \mathcal{P}^\frac{1}{2}_{m'} \Psi_{m'} + H^T_{m'} \mathcal{P}^\frac{3}{2}_{m'} \Psi_{m'}, \\
H^T_{m'} \Psi_{m'} &= G^T_{m'} \mathcal{P}^\frac{1}{2}_{m'} \Psi_{m'} + H^T_{m'} \mathcal{P}^\frac{3}{2}_{m'} \Psi_{m'} - \Gamma(\frac{3}{2}) \left[1, 1, \ldots, 1\right]_{1 \times m'}.
\end{align*}
\]
By solving the nonlinear system (22), we can obtain the matrices of coefficients \( G \) and \( H \).
In Figure 1, the exact and approximate solutions using the proposed method \((k = 6, M = 2)\) are plotted and the numerical values are given in Table 1.
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**Figure 1:** Exact and approximate solution of \(y_1(t)\) and \(y_2(t)\) in Example 1.

<table>
<thead>
<tr>
<th>(t)</th>
<th>(\text{Ex. } y_1(t))</th>
<th>(\text{Ap. } y_1(t))</th>
<th>(\text{AE } y_1(t))</th>
<th>(\text{Ex. } y_2(t))</th>
<th>(\text{Ap. } y_2(t))</th>
<th>(\text{AE } y_2(t))</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.5781e-01</td>
<td>5.0775e-01</td>
<td>5.0773e-01</td>
<td>1.9431e-05</td>
<td>-5.0775e-01</td>
<td>-5.0773e-01</td>
<td>1.9431e-05</td>
</tr>
<tr>
<td>3.3594e-01</td>
<td>5.7960e-01</td>
<td>5.7959e-01</td>
<td>1.3062e-05</td>
<td>-5.7960e-01</td>
<td>-5.7959e-01</td>
<td>1.3062e-05</td>
</tr>
<tr>
<td>5.7031e-01</td>
<td>7.5519e-01</td>
<td>7.5518e-01</td>
<td>5.9049e-06</td>
<td>-7.5519e-01</td>
<td>-7.5518e-01</td>
<td>5.9049e-06</td>
</tr>
</tbody>
</table>

**Table 1:** Exact and approximate solution and absolute error (AE) for \(y_1(t)\) and \(y_2(t)\) in Example 1.

**Example 2.** Consider
\[
\begin{align*}
\frac{\partial y_1(t)}{\partial t} &= \frac{1}{3} y_1(t) y_2(t) + \frac{1}{2} y_2(t)^2 + 2 y_2(t) - \int_0^t [y_1(s) + y_2(s)] ds, \\
\frac{\partial y_2(t)}{\partial t} &= \frac{1}{2} y_1(t) y_2(t) - y_1(t) + 1 - \int_0^t [y_1(s) - 2 y_2(s)] ds, 
\end{align*}
\]

where \( y_1(0) = 0, \ y_2(0) = 0, \) and \( 0 < p, q \leq 1. \)

Exact solutions for the above system when \( p = q = 1 \) are \( y_1(t) = t^2 \) and \( y_2(t) = t. \) The exact solutions of \( y_1(t) \) and \( y_2(t) \) for \( p, q \in (0, 1) \) are unknown. Let

\[
\begin{align*}
D^p y_1(t) &\approx U_{m'}^T \Phi_{m'}(t), \\
D^q y_2(t) &\approx V_{m'}^T \Phi_{m'}(t), 
\end{align*}
\]

where

\[
U_{m'}^T = [u_1, u_2, u_3, \ldots, u_{m'}], \quad V_{m'}^T = [v_1, v_2, v_3, \ldots, v_{m'}].
\]

By using the initial conditions and (2), (14), (15), and (24), we have

\[
\begin{align*}
y_1(t) &= I^p D^p y_1(t) + y_1(0) \approx U_{m'}^T \mathcal{P}_{m'}^p \Phi_{m'}(t) \approx U_{m'}^T \mathcal{P}_{m'}^p \Psi_{m'} \hat{B}_{m'}(t), \\
y_2(t) &= I^q D^q y_2(t) + y_2(0) \approx V_{m'}^T \mathcal{P}_{m'}^q \Phi_{m'}(t) \approx V_{m'}^T \mathcal{P}_{m'}^q \Psi_{m'} \hat{B}_{m'}(t).
\end{align*}
\]

Then, from (10), (11), (13), and (25), we obtain

\[
\begin{align*}
y_1(t) y_2(t) &\approx (U_{m'}^T \mathcal{P}_{m'}^p \Psi_{m'} \hat{B}_{m'}(t))(V_{m'}^T \mathcal{P}_{m'}^q \Psi_{m'} \hat{B}_{m'}(t)) \\
&= (U_{m'}^T \mathcal{P}_{m'}^p \Psi_{m'} \otimes V_{m'}^T \mathcal{P}_{m'}^q \Psi_{m'}) \hat{B}_{m'}(t), \\
y_2^2(t) &\approx (V_{m'}^T \mathcal{P}_{m'}^q \Psi_{m'} \hat{B}_{m'}(t))^2 = (V_{m'}^T \mathcal{P}_{m'}^q \Psi_{m'})^2 \hat{B}_{m'}(t), \\
\int_0^t y_1(s) ds &\approx \int_0^t U_{m'}^T \mathcal{P}_{m'}^p \Phi_{m'}(s) ds = U_{m'}^T \mathcal{P}_{m'}^p \int_0^t \Phi_{m'}(s) ds \\
&\approx U_{m'}^T \mathcal{P}_{m'}^p \mathcal{P}_{m'}^1 \Phi_{m'}(t) \approx U_{m'}^T \mathcal{P}_{m'}^{1+p} \Psi_{m'} \hat{B}_{m'}(t), \\
\int_0^t y_2(s) ds &\approx V_{m'}^T \mathcal{P}_{m'}^{1+q} \Psi_{m'} \hat{B}_{m'}(t).
\end{align*}
\]

By replacing (24) and (26)–(29) into (23), we obtain

\[
\begin{align*}
U_{m'}^T \Psi_{m'} \hat{B}_{m'}(t) &= \frac{1}{3} (U_{m'}^T \mathcal{P}_{m'}^p \Psi_{m'} \otimes V_{m'}^T \mathcal{P}_{m'}^q \Psi_{m'}) \hat{B}_{m'}(t) \\
&\quad + \frac{1}{2} (V_{m'}^T \mathcal{P}_{m'}^q \Psi_{m'})^2 \hat{B}_{m'}(t) + 2 V_{m'}^T \mathcal{P}_{m'}^q \Psi_{m'} \hat{B}_{m'}(t) - U_{m'}^T \mathcal{P}_{m'}^{1+p} \Psi_{m'} \hat{B}_{m'}(t) - V_{m'}^T \mathcal{P}_{m'}^{1+q} \Psi_{m'} \hat{B}_{m'}(t), \\
V_{m'}^T \Psi_{m'} \hat{B}_{m'}(t) &= \frac{1}{3} (U_{m'}^T \mathcal{P}_{m'}^p \Psi_{m'} \otimes V_{m'}^T \mathcal{P}_{m'}^q \Psi_{m'}) \hat{B}_{m'}(t) \\
&\quad - U_{m'}^T \mathcal{P}_{m'}^p \Psi_{m'} \hat{B}_{m'}(t) + [1, 1, \ldots, 1]_{1 \times m} \hat{B}_{m'}(t) - U_{m'}^T \mathcal{P}_{m'}^{1+p} \Psi_{m'} \hat{B}_{m'}(t) + 2 V_{m'}^T \mathcal{P}_{m'}^{1+q} \Psi_{m'} \hat{B}_{m'}(t).
\end{align*}
\]

Relation (30) can be rewritten as follows:
\[
U^T_m \Psi_{m'} = \frac{1}{3} (U^T_m \mathcal{P}_m^p \Psi_{m'} \otimes V^T_m \mathcal{P}_m^q \Psi_{m'}) + \frac{1}{2} (V^T_m \mathcal{P}_m^q \Psi_{m'})^2 \\
+ 2V^T_m \mathcal{P}_m^q \Psi_{m'} - U^T_m \mathcal{P}_m^{1+p} \Psi_{m'} \hat{B}_{m'}(t) - V^T_m \mathcal{P}_m^{1+q} \Psi_{m'},
\]
\[
V^T_m \Psi_{m'} = \frac{1}{3} (U^T_m \mathcal{P}_m^p \Psi_{m'} \otimes V^T_m \mathcal{P}_m^q \Psi_{m'}) - U^T_m \mathcal{P}_m^p \Psi_{m'} \hat{B}_{m'}(t) + [1, 1, \ldots, 1]_{1 \times m'} \times m' - U^T_m \mathcal{P}_m^{1+p} \Psi_{m'} + 2V^T_m \mathcal{P}_m^{1+q} \Psi_{m'}.
\]

By solving the nonlinear system (31), we can obtain the matrices of coefficients \(U\) and \(V\). In Figure 2, the exact solutions for \(p = q = 1\) and approximate solutions for different values of \(p\) and \(q\) are plotted. In Figure 2, the approximate values are obtained by using the proposed method \((k = 5, M = 3)\), and also the numerical values are given in Tables 2 and 3.

![Figure 2: Numerical solution of \(y_1(t)\) and \(y_2(t)\) for different values \(p\) and \(q\) in Example 1.](image)

**Example 3.** Consider
\[
\begin{align*}
D^p y_1(t) &= y_1^2(t) + y_2^2(t) - \int_0^t y_1(s) ds, \\
D^q y_2(t) &= -\frac{1}{2} y_2^2(t) - y_1(t) + \frac{1}{2} + \int_0^t y_1(s) y_2(s) ds,
\end{align*}
\]

where \(y_1(0) = 0, y_2(0) = 1\) and \(0 < p, q \leq 1\).
Table 2: Exact and approximate solution and absolute error (AE) for $y_1(t)$ in Example 1.

<table>
<thead>
<tr>
<th>$t$</th>
<th>$Ex_{p=1}$</th>
<th>$Ap_{p=1}$</th>
<th>$AE_{p=1}$</th>
<th>$Ap_{p=0.85}$</th>
<th>$Ap_{p=0.7}$</th>
<th>$Ap_{p=0.55}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.7758e-01</td>
<td>3.1399e-02</td>
<td>3.4609e-02</td>
<td>1.0172e-04</td>
<td>6.8758e-02</td>
<td>1.4291e-01</td>
<td>2.7310e-01</td>
</tr>
<tr>
<td>3.4750e-01</td>
<td>1.1816e-01</td>
<td>1.1825e-01</td>
<td>8.8208e-05</td>
<td>2.1044e-01</td>
<td>3.4943e-01</td>
<td>5.1564e-01</td>
</tr>
<tr>
<td>5.1042e-01</td>
<td>2.6053e-01</td>
<td>2.6059e-01</td>
<td>6.6798e-05</td>
<td>4.0627e-01</td>
<td>5.7884e-01</td>
<td>7.5486e-01</td>
</tr>
<tr>
<td>5.9375e-01</td>
<td>3.5254e-01</td>
<td>3.5296e-01</td>
<td>5.2791e-05</td>
<td>5.2058e-01</td>
<td>6.9495e-01</td>
<td>7.9567e-01</td>
</tr>
<tr>
<td>7.6042e-01</td>
<td>5.7823e-01</td>
<td>5.7825e-01</td>
<td>1.7458e-05</td>
<td>7.7534e-01</td>
<td>9.1676e-01</td>
<td>9.2870e-01</td>
</tr>
<tr>
<td>9.2708e-01</td>
<td>8.5948e-01</td>
<td>8.5945e-01</td>
<td>2.8742e-05</td>
<td>1.0558e+00</td>
<td>1.1248e+00</td>
<td>1.0240e+00</td>
</tr>
<tr>
<td>9.8585e-01</td>
<td>9.7928e-01</td>
<td>9.7923e-01</td>
<td>4.9161e-05</td>
<td>1.1656e-01</td>
<td>1.1950e+00</td>
<td>1.0543e+00</td>
</tr>
</tbody>
</table>

Table 3: Exact and approximate solution and absolute error (AE) for $y_2(t)$ in Example 1.

<table>
<thead>
<tr>
<th>$t$</th>
<th>$Ex_{q=1}$</th>
<th>$Ap_{q=1}$</th>
<th>$AE_{q=1}$</th>
<th>$Ap_{q=0.85}$</th>
<th>$Ap_{q=0.7}$</th>
<th>$Ap_{q=0.55}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0417e-02</td>
<td>1.0417e-02</td>
<td>1.0416e-02</td>
<td>7.9926e-07</td>
<td>2.1272e-02</td>
<td>4.2951e-02</td>
<td>8.5180e-02</td>
</tr>
<tr>
<td>1.7758e-01</td>
<td>1.7758e-01</td>
<td>1.7758e-01</td>
<td>1.3593e-05</td>
<td>2.0335e-01</td>
<td>3.1438e-01</td>
<td>3.8458e-01</td>
</tr>
<tr>
<td>2.6042e-01</td>
<td>2.6042e-01</td>
<td>2.6041e-01</td>
<td>2.0462e-05</td>
<td>3.3126e-01</td>
<td>4.0256e-01</td>
<td>4.5249e-01</td>
</tr>
<tr>
<td>3.4750e-01</td>
<td>3.4750e-01</td>
<td>3.4751e-01</td>
<td>2.7585e-05</td>
<td>4.1619e-01</td>
<td>4.7775e-01</td>
<td>5.0415e-01</td>
</tr>
<tr>
<td>4.2708e-01</td>
<td>4.2708e-01</td>
<td>4.2706e-01</td>
<td>4.9929e-06</td>
<td>4.9638e-01</td>
<td>5.4012e-01</td>
<td>5.1588e-01</td>
</tr>
<tr>
<td>5.1042e-01</td>
<td>5.1042e-01</td>
<td>5.1037e-01</td>
<td>4.2466e-06</td>
<td>5.7295e-01</td>
<td>6.0188e-01</td>
<td>5.8140e-01</td>
</tr>
<tr>
<td>5.9375e-01</td>
<td>5.9375e-01</td>
<td>5.9370e-01</td>
<td>5.0196e-05</td>
<td>6.4300e-01</td>
<td>6.5414e-01</td>
<td>6.1329e-01</td>
</tr>
<tr>
<td>8.4375e-01</td>
<td>8.4375e-01</td>
<td>8.4368e-01</td>
<td>7.4034e-05</td>
<td>8.4566e-01</td>
<td>7.8743e-01</td>
<td>7.0429e-01</td>
</tr>
</tbody>
</table>

Exact solutions for the above system when $p = q = 1$ are $y_1(t) = \sin(t)$ and $y_2(t) = \cos(t)$. The exact solutions of $y_1(t)$ and $y_2(t)$ for $p, q \in (0, 1)$ are unknown.

Let
d, $D^p y_1(t) \approx W^T_m \Phi_{m'}(t)$, $D^q y_2(t) \approx R^T_{m'} \Phi_{m'}(t), \quad (33)$

where

$W^T_m = [w_1, w_2, w_3, \ldots, w_m]$, $R^T_{m'} = [r_1, r_2, r_3, \ldots, r_{m'}]$. $W^T_m = [w_1, w_2, w_3, \ldots, w_m]$, $R^T_{m'} = [r_1, r_2, r_3, \ldots, r_{m'}]$.

By using the initial conditions and (2), (14), (15), and (33), we have

\[
\begin{align*}
y_1(t) &= I^p D^p y_1(t) + y_1(0) \approx W^T_m P^p_{m'} \Phi_{m'}(t) \approx W^T_m P^p_{m'} \Psi_{m'} B_{m'}(t), \\
y_2(t) &= I^q D^q y_2(t) + y_2(0) \approx R^T_{m'} P^q_{m'} \Phi_{m'}(t) + 1 \approx R^T_{m'} P^q_{m'} \Psi_{m'} B_{m'}(t) + 1, \\
\end{align*}
\]

Then, from (10), (11), (13), and (34), we obtain
Approximate solution for a system of fractional integro-differential ... 67

\[ y_1(t)y_2(t) \approx (W_{m}^{T}\mathcal{P}_{m}^{p}\psi_{m'}\hat{B}_{m'}(t))(R_{m}^{T}\mathcal{P}_{m}^{q}\psi_{m'}\hat{B}_{m'}(t) + 1) \\
= (W_{m}^{T}\mathcal{P}_{m}^{p}\psi_{m'} \otimes R_{m}^{T}\mathcal{P}_{m}^{q}\psi_{m'})\hat{B}_{m'}(t) + W_{m}^{T}\mathcal{P}_{m}^{p}\psi_{m'}\hat{B}_{m'}(t), \]  
\[ y_1^2(t) \approx (W_{m}^{T}\mathcal{P}_{m}^{p}\psi_{m'})^2 \hat{B}_{m'}(t), \]  
\[ y_2^2(t) \approx (R_{m}^{T}\mathcal{P}_{m}^{q}\psi_{m'})^2 \hat{B}_{m'}(t) + 2R_{m}^{T}\mathcal{P}_{m}^{q}\psi_{m'}\hat{B}_{m'}(t) + 1, \]  
\[ \int_{0}^{t} y_1(s)ds \approx \int_{0}^{t} (W_{m}^{T}\mathcal{P}_{m}^{p}\psi_{m'} \otimes R_{m}^{T}\mathcal{P}_{m}^{q}\psi_{m'})\hat{B}_{m'}(s)ds \\
+ \int_{0}^{t} W_{m}^{T}\mathcal{P}_{m}^{p}\psi_{m'}(s)\hat{B}_{m'}(s)ds \\
= (W_{m}^{T}\mathcal{P}_{m}^{p}\psi_{m'} \otimes R_{m}^{T}\mathcal{P}_{m}^{q}\psi_{m'})\int_{0}^{t} \hat{B}_{m'}(s)ds \\
+ W_{m}^{T}\mathcal{P}_{m}^{p}\psi_{m'}\int_{0}^{t} \hat{B}_{m'}(s)ds \]  
\[ \approx (W_{m}^{T}\mathcal{P}_{m}^{p}\psi_{m'} \otimes R_{m}^{T}\mathcal{P}_{m}^{q}\psi_{m'})\int_{0}^{t} \psi_{m'}^{-1}\psi_{m'}(s)ds \\
+ W_{m}^{T}\mathcal{P}_{m}^{p}\psi_{m'}\int_{0}^{t} \psi_{m'}^{-1}\psi_{m'}(s)ds \]  
\[ \approx (W_{m}^{T}\mathcal{P}_{m}^{p}\psi_{m'} \otimes R_{m}^{T}\mathcal{P}_{m}^{q}\psi_{m'})\psi_{m'}^{-1}\psi_{m'}\hat{B}_{m'}(t) \\
+ W_{m}^{T}\mathcal{P}_{m}^{p}\psi_{m'}\hat{B}_{m'}(t). \]  

By replacing (33)–(38) into (32), we obtain

\[
\begin{cases}
W_{m}^{T}\psi_{m'} = (W_{m}^{T}\mathcal{P}_{m}^{p}\psi_{m'})^2 + (R_{m}^{T}\mathcal{P}_{m}^{q}\psi_{m'})^2 + 2R_{m}^{T}\mathcal{P}_{m}^{q}\psi_{m'} - W_{m}^{T}\mathcal{P}_{m}^{p,q}\psi_{m'} + [1, 1, \ldots, 1]_{1 \times m''}, \\
R_{m}^{T}\psi_{m'} = -\frac{1}{2}(R_{m}^{T}\mathcal{P}_{m}^{q}\psi_{m'})^2 - R_{m}^{T}\mathcal{P}_{m}^{q}\psi_{m'} - W_{m}^{T}\mathcal{P}_{m}^{p}\psi_{m'} - (W_{m}^{T}\mathcal{P}_{m}^{p}\psi_{m'} \otimes R_{m}^{T}\mathcal{P}_{m}^{q}\psi_{m'}) + W_{m}^{T}\mathcal{P}_{m}^{p}\psi_{m'}\psi_{m'}^{-1}\mathcal{P}_{m}^{p}\psi_{m'}. \end{cases}
\]

By solving the nonlinear system (39), we can obtain the matrices of coefficients \( W \) and \( R \). In Figure 3, the exact solutions for \( p = q = 1 \) and approximate solutions for different values of \( p \) and \( q \) are plotted. In Figure 3, the approximate values are obtained by using the proposed method \((k = 4, M = 6)\), and also the numerical values are given in Tables 4 and 5.
Figure 3: Numerical solution of $y_1(t), y_2(t)$ for different values $p$ and $q$ in Example 2.

| $t$ | $Ex.|p=1|$ | $Ap.|p=1|$ | $AE.|p=1|$ | $Ap.|p=0.9|$ | $Ap.|p=0.8|$ | $Ap.|q=0.7|$ |
|-----|---------|----------|---------|------------|----------|------------|
| 1.0417e-02 | 1.0416e-02 | 1.0415e-02 | 1.6952e-06 | 1.6784e-02 | 2.6928e-02 | 4.2987e-02 |
| 9.3750e-02 | 9.3612e-02 | 9.3597e-02 | 1.5243e-05 | 1.2310e-01 | 1.6052e-01 | 2.0698e-01 |
| 1.7708e-01 | 1.7613e-01 | 1.7613e-01 | 2.8706e-05 | 2.1677e-01 | 2.8388e-01 | 3.1639e-01 |
| 5.1042e-01 | 4.8854e-01 | 4.8846e-01 | 8.1641e-05 | 5.2857e-01 | 5.5854e-01 | 5.7118e-01 |
| 5.9375e-01 | 5.5947e-01 | 5.5938e-01 | 9.4461e-05 | 5.9123e-01 | 6.0778e-01 | 6.0154e-01 |
Table 5: Exact and approximate solution and absolute error (AE) for $u_2(t)$ in Example 2.

<table>
<thead>
<tr>
<th>$t$</th>
<th>$E_{q = 1}$</th>
<th>$A_{q = 1}$</th>
<th>$A_{q = 0.85}$</th>
<th>$A_{q = 0.7}$</th>
<th>$A_{q = 0.55}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.1042e-01</td>
<td>8.7254e-01</td>
<td>8.7251e-01</td>
<td>2.6593e-05</td>
<td>8.2892e-01</td>
<td>7.7726e-01</td>
</tr>
<tr>
<td>5.9175e-01</td>
<td>8.2857e-01</td>
<td>8.2838e-01</td>
<td>1.6622e-05</td>
<td>7.7829e-01</td>
<td>7.2227e-01</td>
</tr>
<tr>
<td>6.7708e-01</td>
<td>7.7949e-01</td>
<td>7.7949e-01</td>
<td>5.1134e-05</td>
<td>7.2329e-01</td>
<td>6.6547e-01</td>
</tr>
<tr>
<td>8.4175e-01</td>
<td>6.6467e-01</td>
<td>6.6469e-01</td>
<td>2.2457e-05</td>
<td>6.0308e-01</td>
<td>5.5059e-01</td>
</tr>
<tr>
<td>9.8958e-01</td>
<td>5.4904e-01</td>
<td>5.4906e-01</td>
<td>5.1535e-05</td>
<td>4.9063e-01</td>
<td>4.5307e-01</td>
</tr>
</tbody>
</table>

5 Conclusion

In this paper, we introduced the Müntz Legendre wavelets to approximate the solution of a system of FIDEs and examined it by some numerical examples. Calculated absolute errors for different values of $k$ and $M$ indicated that by increasing $k$ and $M$, the absolute errors decrease. The algorithm presented here can be easily used for different types of FIDEs.
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