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Abstract

In this paper, we study approximate proper efficient (nondominated and minimal) solutions of vector optimization problems with variable ordering structures (VOSs). In vector optimization with VOS, the partial ordering cone depends on the elements of the image set. Approximate proper efficient/nondominated/ minimal solutions are defined in different senses (Henig, Benson, and Borwein) for problems with VOSs from new standpoints. The relationships among the introduced notions are studied, and some scalarization approaches are developed to characterize these solutions. These scalarization results based on new functionals defined by elements from the dual cones are given. Moreover, some existing results are addressed.
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1 Introduction

In vector optimization, elements in the objective space are compared by ordering (nontrivial, convex, closed, and pointed) cone. In recent years, the variable ordering structure (VOS) concept has been introduced \[5, 10, 15, 44\]. In vector optimization with VOS, the partial ordering cone depends on the elements of the image set. A candidate element is said to be nondominated optimal if and only if it is not dominated by other reference elements with respect to their corresponding ordering. Another notion of optimal is called minimality. For that notion, only the ordering of the candidate element itself is considered. Vector optimization with a VOS has recently gained more interest due to several applications in medical image registration, dynamical models, economic theory, behavioral sciences, and so on \[2, 14, 18, 31, 42\].

One of the most exciting and important notions in vector optimization is proper optimality. Properly optimal elements (solutions) are optimal with additional properties. This notion has been defined and investigated by various scholars; see, for example, Kuhn and Tucker \[29\], Geoffrion \[20\], Benson \[4\], Borwein \[6\], and Henig \[25\], among others. See also \[22, 19, 35, 36, 45\]. The introduction of a properly optimal solution in vector optimization with a VOS was first done by Eichfelder and Kasimbeyli \[17\]. The relationships between properly optimal solutions with a VOS in different senses, including Borwein, Benson, and Henig, were studied in \[12, 13, 17, 16\]. After that, Hartley properly optimal solutions, super optimal solutions, and robust solutions in vector optimization with a VOS were investigated \[37\].

On the other hand, in recent decades, there has been a lot of attention to approximate solutions to optimization problems due to two facts. Firstly, numerical algorithms may generate only approximate solutions, and secondly, the set of exact solutions might be empty in some practical problems, where approximate solutions exist. For Problems with a fixed order structure, the definition of approximate solutions has been extended by various scholars \[3, \ldots\].
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Based on different ideas of proper efficiency, some researchers proposed concepts of approximate proper efficiency and investigated their characterizations and applications in vector optimization. For example, Maghri and Pareto-Fenchel [32] proposed approximate proper efficiency in the sense of Henig based on the ideas of Henig proper efficiency. Rong proposed the concept of Benson approximate proper efficiency based on the ideas of Benson proper efficiency [34]. Recently, approximate proper efficiency in an infinite-dimensional space was identified [26]. Soleimani and Tammer incorporated VOSs in approximate solutions of vector optimization problems [38, 39].

In the present paper, we introduce approximate properly optimal solutions in different senses (Henig, Benson, and Borwein) for problems with a VOS. Each of these proper solutions has its own advantages. Henig’s notion provides easy-to-check criteria for proper optimality, and optimality has a close connection with stability. Benson and Borwein optimality notions deal with efficient solutions, which are efficient, respectively, for a closed cone generated by the transferred image space and the tangent cone of the transferred image space. Besides the well-featured approximate solutions, mentioned in the literature review, these concepts do not need to consider the compactness conditions to show the existence. The relationships between the introduced notions are studied. Furthermore, we give necessary and sufficient conditions for various approximate proper optimal notions.

The rest of the paper is organized as follows. In Section 2, we give some preliminary definitions and results. Section 3 is devoted to introducing proper approximate solutions with a VOS and investigating their relations. Section 4 continues the paper with necessary and sufficient conditions.

2 Preliminaries

Let $X$ and $Y$ be two real normed spaces. A set $C \subseteq Y$ is said to be cone if $\lambda C \subseteq C$ for each $\lambda \in [0, +\infty)$. A cone $C$ is said to be convex if $C + C \subseteq C$, and it is pointed if $C \cap (-C) \subseteq \{0\}$. Furthermore, it is called nontrivial if $C \neq \{0\}$, and $C \neq Y$. A cone $C$ is called an ordering cone if it is nontrivial, convex, closed, and pointed. A nonempty convex subset $B$ of a cone $C$ is
called a base of $C$ if each $y \in C$ has a unique representation of the form $y = \lambda d$ for some $\lambda > 0$ and some $d \in B$.

For a set $A \subseteq X$, $\text{int} A$, $\text{cl} A$, and $\text{bd} A$ stand for the interior, the closure, and the boundary of $A$, respectively. Furthermore, $\text{cone}(A) := \bigcup_{\lambda \geq 0} \lambda A$ is the cone generated by $A$. The set $A$ is called starshaped at $\bar{y} \in A$, if $\lambda y + (1-\lambda)\bar{y} \in A$ for every $y \in A$ and every $\lambda \in [0,1]$.

Let $A \subseteq X$ and let $\bar{x} \in A$. The contingent cone or Bouligand tangent cone to $A$ at $\bar{x}$, denoted by $T(A,\bar{x})$, is defined as the collection of all $v \in X$ such that there are sequences $\{x_j\} \subseteq A$ and $\{t_j\} \subseteq (0, +\infty)$ satisfying

$$x_j \to \bar{x} \quad \text{and} \quad t_j(x_j - \bar{x}) \to v \quad \text{as} \quad j \to \infty.$$ 

This cone is closed, while it is not convex necessarily. Consider a vector optimization problem,

$$\min \{f(x) : x \in \Omega\},$$  

where $f : X \to Y$ and $\emptyset \neq \Omega \subset X$.

In the following, we present one of the approximate solution concepts, which was first introduced by Kutateladze [30]. It is the most popular notion of approximate efficiency; see [24, 43] for more details. Let $C$ be an ordering cone.

**Definition 1.** Let $\bar{x} \in \Omega$, let $\varepsilon > 0$, and let $k^0 \in C \setminus \{0\}$.

a) $\bar{x}$ is called an $\varepsilon k^0$-efficient solution to (1) with respect to $C$ if

$$\left( f(\bar{x}) - \varepsilon k^0 - C \setminus \{0\} \right) \cap f(\Omega) = \emptyset.$$ 

b) If $\text{int} C \neq \emptyset$, then $\bar{x}$ is called a weakly $\varepsilon k^0$-efficient solution to (1) with respect to $C$ if

$$\left( f(\bar{x}) - \varepsilon k^0 - \text{int} C \right) \cap f(\Omega) = \emptyset.$$ 

We denote the set of $\varepsilon k^0$-efficient and weakly $\varepsilon k^0$-efficient solutions of (1) with respect to $C$ by $E(\Omega, f, C)$, and $\varepsilon k^0 - wE(\Omega, f, C)$, respectively.

Now, we will study approximate solutions of vector optimization problems with a VOS.
We assume that $C : Y \Rightarrow 2^Y$ is a given set-valued mapping that satisfies $0 \in \text{bd}C(y)$ and that $C(y)$ is an ordering cone for each $y \in Y$. Furthermore, assume that $k^0 \in Y$ is a nonzero vector satisfying $C(y) + [0, \infty)k^0 \subseteq C(y)$ for all $y \in Y$. Moreover, let $\varepsilon > 0$ be given.

The following definitions of minimality and nondomination for vector optimization problems with VOS, defined by a cone-valued mapping $C(\cdot)$, are known in the literature; see, for example, [7, 8, 9, 13, 15, 17, 44].

In order to introduce these notions, we consider the following two domination relations: For $y^1, y^2 \in Y$, we have

\[
y^1 \leq_1 y^2 \text{ if } y^2 \in y^1 + (C(y^1) \setminus \{0\}), \]
\[
y^1 \leq_2 y^2 \text{ if } y^2 \in y^1 + (C(y^2) \setminus \{0\}).
\]

**Definition 2.** [38] Let $\bar{x} \in \Omega$.

a) $\bar{x}$ is called an $\varepsilon k^0$-minimal solution to (1) with respect to the mapping $C(\cdot)$ if there is no feasible solution $x \in \Omega$ such that $f(x) + \varepsilon k^0 \leq_2 f(\bar{x})$, that is,

\[
\left( f(\bar{x}) - \varepsilon k^0 - (C(f(\bar{x})) \setminus \{0\}) \right) \cap f(\Omega) = \emptyset.
\]

b) If $\text{int}C(f(\bar{x})) \neq \emptyset$, then $\bar{x}$ is called a weakly $\varepsilon k^0$-minimal solution to (1) with respect to the mapping $C(\cdot)$ if

\[
\left( f(\bar{x}) - \varepsilon k^0 - \text{int}C(f(\bar{x})) \right) \cap f(\Omega) = \emptyset.
\]

We denote the set of $\varepsilon k^0$-minimal and weakly $\varepsilon k^0$-minimal solutions of (1) with respect to the mapping $C(\cdot)$ by $\varepsilon k^0 - M(\Omega, f, C)$ and $\varepsilon k^0 - wM(\Omega, f, C)$, respectively.

**Definition 3.** [38] Let $\bar{x} \in \Omega$.

a) $\bar{x}$ is called an $\varepsilon k^0$-nondominated solution to (1) with respect to the mapping $C(\cdot)$ if

\[
\left( f(\bar{x}) - \varepsilon k^0 - (C(f(x)) \setminus \{0\}) \right) \cap \{f(x)\} = \emptyset, \quad \text{for all } x \in \Omega.
\]

b) Assuming $\text{int}C(f(x)) \neq \emptyset$ for all $x \in \Omega$, the vector $\bar{x}$ is called a weakly $\varepsilon k^0$-nondominated solution to (1) with respect to the mapping $C(\cdot)$ if
We denote the set of $\varepsilon k^0$-nondominated and weakly $\varepsilon k^0$-nondominated solutions of (1) with respect to the mapping $C(\cdot)$ by $\varepsilon k^0 - N(\Omega, f, C)$ and $\varepsilon k^0 - wN(\Omega, f, C)$, respectively.

### 3 Proper approximate solutions

A fundamental solution concept in vector optimization, which plays a vital role from both theoretical and practical points of view, is the proper solution. This concept has been studied in many publications to eliminate the situations in which the trade-off between the criteria is unbounded. In a recent paper, Soleimani [38] investigated the concept of approximate solutions in vector optimization problems with VOSs. To our knowledge, no studies have been done on approximate proper solutions with VOSs in infinite-dimensional spaces.

We start the section by reviewing the definitions of proper approximate solutions with a fixed ordering structure.

**Definition 4.** [32, 34] Let $\bar{x} \in \Omega$.

a) $\bar{x}$ is called a properly $\varepsilon k^0$-efficient solution to (1) with respect to $C$ in the sense of Henig if there is a convex cone $C'$ such that $C \setminus \{0\} \subseteq \text{int}C'$ and $\bar{x} \in \varepsilon k^0 - E(\Omega, f, C')$.

b) $\bar{x}$ is called a properly $\varepsilon k^0$-efficient solution to (1) with respect to $C$ in the sense of Benson if $f(\bar{x})$ is an $\varepsilon k^0$-efficient element of the set

$$\{f(\bar{x}) - \varepsilon k^0\} + \text{clcone}\left(f(\Omega) + C - \{f(\bar{x}) - \varepsilon k^0\}\right)$$

with respect to $C$.

c) $\bar{x}$ is called a properly $\varepsilon k^0$-efficient solution to (1) with respect to $C$ in the sense of Borwein if $f(\bar{x})$ is an $\varepsilon k^0$-efficient element of the set

$$\{f(\bar{x}) - \varepsilon k^0\} + T\left(f(\Omega) + C, f(\bar{x}) - \varepsilon k^0\right)$$
with respect to $C$.

We denote the set of properly $\varepsilon k^0$-efficient solutions of (1) with respect to $C$ in the sense of Henig, Benson, and Borwein by $\varepsilon k^0 - He(\Omega, f, C)$, $\varepsilon k^0 - Be(\Omega, f, C)$, and $\varepsilon k^0 - Bo(\Omega, f, C)$, respectively.

In the following, we introduce and study proper approximate solutions of vector optimization problems with a VOS in the sense of Henig, Benson, and Borwein. The notions introduced in Definitions 5 and 6 are extensions to the approximate case of the concepts of exact proper efficiency with VOSs given by Eichfelder and Kasimbeyli in [17, Definition 6].

**Definition 5.** Let $\bar{x} \in \Omega$.

a) $\bar{x}$ is called a properly $\varepsilon k^0$-minimal solution to (1) with respect to the mapping $C(\cdot)$ in the sense of Henig if there is a set-valued mapping $C^\prime : Y \rightrightarrows 2^Y$ with $C^\prime(f(x))$ a convex cone and $C(f(x)) \setminus \{0\} \subseteq \text{int}C^\prime(f(x))$ for all $x \in \Omega$ such that $\bar{x} \in \varepsilon k^0 - M(\Omega, f, C)$.

b) $\bar{x}$ is called a properly $\varepsilon k^0$-minimal solution to (1) with respect to the mapping $C(\cdot)$ in the sense of Benson if $f(\bar{x})$ is an $\varepsilon k^0$-minimal element of the set

$$A_1 := \{f(\bar{x}) - \varepsilon k^0\} + clcone\left(f(\Omega) + C(f(\bar{x})) - \{f(\bar{x}) - \varepsilon k^0\}\right)$$  \hspace{1cm} (2)

with respect to the mapping $C(\cdot)$.

c) $\bar{x}$ is called a properly $\varepsilon k^0$-minimal solution to (1) with respect to the mapping $C(\cdot)$ in the sense of Borwein if $f(\bar{x})$ is an $\varepsilon k^0$-minimal element of the set

$$A_2 := \{f(\bar{x}) - \varepsilon k^0\} + T\left(f(\Omega) + C(f(\bar{x})), f(\bar{x}) - \varepsilon k^0\right)$$  \hspace{1cm} (3)

with respect to the mapping $C(\cdot)$.

We denote the set of properly $\varepsilon k^0$-minimal solutions of (1) with respect to the mapping $C(\cdot)$ in the sense of Henig, Benson, and Borwein by $\varepsilon k^0 - MHe(\Omega, f, C)$, $\varepsilon k^0 - MBe(\Omega, f, C)$, and $\varepsilon k^0 - MBo(\Omega, f, C)$, respectively.
Definition 6. Let $\bar{x} \in \Omega$.

a) $\bar{x}$ is called a properly $\varepsilon k^0$-nondominated solution to (1) with respect to the mapping $C(\cdot)$ in the sense of Henig if there is a set-valued mapping $C' : Y \to 2^Y$ with $C'(f(x))$ a convex cone and $C(f(x)) \setminus \{0\} \subseteq \text{int} C'(f(x))$ for all $x \in \Omega$ such that $\bar{x} \in \varepsilon k^0 - N(\Omega, f, C')$.

b) $\bar{x}$ is called a properly $\varepsilon k^0$-nondominated solution to (1) with respect to the mapping $C(\cdot)$ in the sense of Benson if $f(\bar{x})$ is an $\varepsilon k^0$-nondominated element of the set

$$A_3 := \{f(\bar{x}) - \varepsilon k^0\} + \text{clcone} \left( \bigcup_{\omega \in \Omega} \left( \{f(\omega)\} + C(f(\omega)) \right) - \{f(\bar{x}) - \varepsilon k^0\} \right)$$

with respect to the mapping $C(\cdot)$.

c) The element $\bar{x}$ is a properly $\varepsilon k^0$-nondominated solution to (1) with respect to the mapping $C(\cdot)$ in the sense of Borwein if $f(\bar{x})$ is an $\varepsilon k^0$-nondominated element of the set

$$A_4 := \{f(\bar{x}) - \varepsilon k^0\} + T \left( \bigcup_{\omega \in \Omega} \left( \{f(\omega)\} + C(f(\omega)) \right), f(\bar{x}) - \varepsilon k^0 \right)$$

with respect to the mapping $C(\cdot)$.

We denote the set of properly $\varepsilon k^0$-nondominated solutions of (1) with respect to the mapping $C(\cdot)$ in the sense of Henig, Benson, and Borwein by $\varepsilon k^0 - NHe(\Omega, f, C)$, $\varepsilon k^0 - NBe(\Omega, f, C)$, and $\varepsilon k^0 - NBo(\Omega, f, C)$, respectively.

Lemma 1. It holds that $\bar{x}$ is a properly $\varepsilon k^0$-minimal solution to (1) with respect to mapping $C(\cdot)$ in the sense of Henig if and only if there is a convex cone $C$ with $C(f(\bar{x})) \setminus \{0\} \subseteq \text{int} C$ such that

$$(f(\bar{x}) - \varepsilon k^0 - C \setminus \{0\}) \cap f(\Omega) = \emptyset.$$ 

Proof. The proof of this lemma is similar to that of [17, Lemma 4] and is hence omitted. \qed
Lemma 2. [11] Let \( P \subseteq Y \) be a weakly closed cone, and let \( C \) be a cone with a weakly compact base such that \( P \cap C = \{0\} \). Then there exists an ordering cone \( C' \) such that \( C \setminus \{0\} \subseteq \text{int}C' \) and \( P \cap C' = \emptyset \).

**Corollary 1.** By the definitions and Lemma 1, \( \bar{x} \) is a properly \( \varepsilon k^0 \)-minimal solution to (1) with respect to the mapping \( C(\cdot) \) in the sense of Henig (resp., Benson/Borwein) if and only if it is a properly \( \varepsilon k^0 \)-efficient solution to (1) with respect to the ordering cone \( C := C(f(\bar{x})) \) in the sense of Henig (resp., Benson/Borwein).

**Corollary 2.** It is not difficult to see that if \( \bar{x} \) is a properly \( \varepsilon k^0 \)-efficient solution to (1) with respect to \( C \) in the sense of Henig (Benson/Borwein), then it is an \( \varepsilon k^0 \)-efficient solution of (1) with respect to \( C \).

The following theorem shows that every properly \( \varepsilon k^0 \)-minimal (resp., \( \varepsilon k^0 \)-nondominated) solution is an \( \varepsilon k^0 \)-minimal (resp., \( \varepsilon k^0 \)-nondominated) solution with respect to the ordering mapping \( C(\cdot) \).

**Theorem 1.** Let \( \bar{x} \in \Omega \).

a) If \( \bar{x} \in \varepsilon k^0 - MHe(\Omega, f, C) \) or \( \bar{x} \in \varepsilon k^0 - MBe(\Omega, f, C) \) or \( \bar{x} \in \varepsilon k^0 - MBo(\Omega, f, C) \) then \( \bar{x} \in \varepsilon k^0 - M(\Omega, f, C) \)

b) If \( \bar{x} \in \varepsilon k^0 - NHe(\Omega, f, C) \) or \( \bar{x} \in \varepsilon k^0 - NBe(\Omega, f, C) \) or \( \bar{x} \in \varepsilon k^0 - NBo(\Omega, f, C) \), then \( \bar{x} \in \varepsilon k^0 - N(\Omega, f, C) \)

**Proof.** a) Let \( C'(\cdot) \) be the mapping in definition of proper \( \varepsilon k^0 \)-minimality in the sense of Henig. We have \( C(f(x)) \subseteq C'(f(x)) \) for all \( x \in \Omega \), \( f(\Omega) \subseteq A_1 \), where \( A_1 \) is as defined in (2) and \( f(\Omega) \subseteq A_3 \), where \( A_3 \) is as defined in (4). Hence, \( \bar{x} \in \varepsilon k^0 - MHe(\Omega, f, C) \) or \( \bar{x} \in \varepsilon k^0 - MBe(\Omega, f, C) \) implies \( \bar{x} \in \varepsilon k^0 - M(\Omega, f, C) \).

To complete the proof of part (a), we have

\[
\bar{x} \in \varepsilon k^0 - MBo(\Omega, f, C)
\]

**Corollary 1** \( \Rightarrow \) \( \bar{x} \in \varepsilon k^0 - Bo(\Omega, f, C(f(\bar{x}))) \),

**Corollary 2** \( \Rightarrow \) \( \bar{x} \in \varepsilon k^0 - E(\Omega, f, C(f(\bar{x}))) \),

\( \Rightarrow \) \( \bar{x} \in \varepsilon k^0 - M(\Omega, f, C) \).
Let
\[ \varepsilon_k \in \mathbb{R}^n \quad \text{and} \quad M_k > 0 \]
and let \( \bar{x} \in \mathbb{R}^n \). Then there exist \( \bar{y} \in f(\bar{x}) \subseteq \bigcup_{\omega \in \Omega} \{ f(\omega) \} + C(f(\omega)) \) and \( d \in C(\bar{y}) \setminus \{ 0 \} \) such that \( f(\bar{x}) - \varepsilon_k = \bar{y} + d \). Now define \( d_n := (1 - \frac{1}{n})d \in C(\bar{y}) \), \( t_n := n \) and \( y_n := \bar{y} + d_n \in \{ \bar{y} \} + C(\bar{y}) \subseteq \bigcup_{\omega \in \Omega} \{ f(\omega) \} + C(f(\omega)) \). Hence, we have
\[
y_n = \bar{y} + d_n = (f(\bar{x}) - \varepsilon_k - \frac{1}{n}d) \rightarrow f(\bar{x}) - \varepsilon_k, \\
t_n(y_n - (f(\bar{x}) - \varepsilon_k)) = n(\bar{y} + d_n - f(\bar{x}) + \varepsilon_k) = n(d_n - d) \rightarrow -d.
\]
Therefore, we conclude
\[
d \in T\left( \bigcup_{\omega \in \Omega} \{ f(\omega) \} + C(f(\omega)), f(\bar{x}) - \varepsilon_k \right)
\]
and
\[
\bar{y} = f(\bar{x}) - \varepsilon_k - d \in \{ f(\bar{x}) - \varepsilon_k \} + T\left( \bigcup_{\omega \in \Omega} \{ f(\omega) \} + C(f(\omega)), f(\bar{x}) - \varepsilon_k \right).
\]
This implies that \( \bar{x} \) is not properly \( \varepsilon_k \)-nondominated solution to (1) with respect to \( C \) in the sense of Borwein, and the proof is completed.

It is shown in the following propositions that the set of approximate proper solutions does not grow as tolerance (\( \varepsilon \)) gets smaller.

**Proposition 1.** Let \( 0 \leq \varepsilon_1 \leq \varepsilon_2 \). Then
a) \( \varepsilon_1 k^0 - MBo(\Omega, f, C) \subseteq \varepsilon_2 k^0 - MBo(\Omega, f, C) \).

Proof. a) Let \( \bar{x} \in \varepsilon_1 k^0 - MBo(\Omega, f, C) \). Then there exists \( \bar{x} \in \varepsilon_1 k^0 - M(A_1, C) \) in which \( A_1 \) is defined in (2). By [39, Theorem 2], \( \bar{x} \in \varepsilon_2 k^0 - M(A_1, C) \), and therefore, \( \bar{x} \in \varepsilon_2 k^0 - MBo(\Omega, f, C) \). Parts (b) and (c) can be proved similarly.

The following proposition can be proved similar to Proposition 1.

**Proposition 2.** Let \( 0 \leq \varepsilon_1 \leq \varepsilon_2 \). Then
a) \( \varepsilon_1 k^0 - NBe(\Omega, f, C) \subseteq \varepsilon_2 k^0 - NBe(\Omega, f, C) \).
b) $\varepsilon_1 k^0 - NBo(\Omega, f, C) \subseteq \varepsilon_2 k^0 - NBo(\Omega, f, C)$.

c) $\varepsilon_1 k^0 - NHe(\Omega, f, C) \subseteq \varepsilon_2 k^0 - NHe(\Omega, f, C)$.

**Proposition 3.** a) If $C(f(x)) \subseteq C(f(\bar{x}))$ for all $x \in \Omega$, then every properly $\varepsilon k^0$-minimal solution to (1) with respect to the mapping $C(\cdot)$ in the sense of Henig (resp., Benson/Borwein) is a properly $\varepsilon k^0$-nondominated solution to (1) with respect to the mapping $C(\cdot)$ in the sense of Henig (resp., Benson/Borwein).

b) If $C(f(\bar{x})) \subseteq C(f(x))$ for all $x \in \Omega$, then every properly $\varepsilon k^0$-nondominated solution to (1) with respect to the mapping $C(\cdot)$ in the sense of Henig (resp., Benson/Borwein) is a properly $\varepsilon k^0$-minimal solution to (1) with respect to the mapping $C(\cdot)$ in the sense of Henig (resp., Benson/Borwein).

**Proof.** According to definitions of properly $\varepsilon k^0$-minimal and nondominated solution and the inequality $\varepsilon k^0 - M(\Omega, f, C) \subseteq \varepsilon k^0 - N(\Omega, f, C)$ holds [39, Theorem 6], the proof is straightforward.

In the following, the relationships between the properly approximate solutions in different senses have been studied.

**Theorem 2.** Let $\bar{x} \in \Omega$. Then the following properties hold:

a) $\varepsilon k^0 - MBe(\Omega, f, C) \subseteq \varepsilon k^0 - MBo(\Omega, f, C)$

$\varepsilon k^0 - NBe(\Omega, f, C) \subseteq \varepsilon k^0 - NBo(\Omega, f, C)$.

b) If $f(\Omega) + C(f(\bar{x}))$ is starshaped with respect to $f(\bar{x})$, then

$\varepsilon k^0 - MBo(\Omega, f, C) \subseteq \varepsilon k^0 - MBe(\Omega, f, C)$.

c) If $\bigcup_{\omega \in \Omega} \{f(\omega)\} + C(f(\omega))$ is starshaped with respect to $f(\bar{x})$, then

$\varepsilon k^0 - NBo(\Omega, f, C) \subseteq \varepsilon k^0 - NBe(\Omega, f, C)$.

**Proof.** For a given set $\Lambda$ and element $\bar{y} \in \Lambda$, we have $T(\Lambda, \bar{y}) \subseteq \text{cl}(\text{cone}(\Lambda - \{\bar{y}\})$, and the inclusion holds as equality when $\Lambda$ is starshaped at $\bar{y}$. Therefore, parts (a), (b), and (c) are proved.

**Theorem 3.** Let $\bar{x} \in \Omega$. Then the following properties hold:

a)
\[ \varepsilon k^0 - MHe(\Omega, f, C) \subseteq \varepsilon k^0 - MBe(\Omega, f, C). \]

b) If \( C(f(\bar{x})) \) has a weakly compact base, then
\[ \varepsilon k^0 - MBe(\Omega, f, C) \subseteq \varepsilon k^0 - MHe(\Omega, f, C). \]

c) If \( C(f(x)) \) has a weakly compact base for all \( x \in X \), then
\[ \varepsilon k^0 - NBe(\Omega, f, C) \subseteq \varepsilon k^0 - NHe(\Omega, f, C). \]

Proof. a) Let \( \bar{x} \in \varepsilon k^0 - MHe(\Omega, f, C) \). We have \( \bar{x} \in \varepsilon k^0 - M(\Omega, f, C') \), where \( C' \) is a set-valued map \( C' : Y \to 2^Y \) with \( C'(f(x)) \) an convex cone and \( C(f(x)) \setminus \{0\} \subseteq \text{int}C'(f(x)) \) for all \( x \in X \). Therefore
\[ \left( f(\Omega) - \{ f(\bar{x}) - \varepsilon k^0 \} \right) \cap \left( - C'(f(\bar{x})) \setminus \{0\} \right) = \emptyset. \]

Hence, by [25, Lemma 3.7],
\[ \left( f(\Omega) + C(f(\bar{x})) - \{ f(\bar{x}) - \varepsilon k^0 \} \right) \cap \left( - C'(f(\bar{x})) \setminus \{0\} \right) = \emptyset. \]

Regarding to Definition of \( \text{cone}(A) \) and since \( C'(f(x)) \) is an convex cone, we have
\[ \text{cone} \left( f(\Omega) + C(f(\bar{x})) - \{ f(\bar{x}) - \varepsilon k^0 \} \right) \cap \left( - C'(f(\bar{x})) \setminus \{0\} \right) = \emptyset. \quad (6) \]

If \( \bar{x} \notin \varepsilon k^0 - MBe(\Omega, f, C) \), then there exists \( \hat{y} \in A_1 \) (as defined in (2)) such that \( \hat{y} = f(\bar{x}) - \varepsilon k^0 + d \) with \( d \in - C(f(\bar{x})) \setminus \{0\} \). Therefore
\[ d \in \text{clcone} \left( f(\Omega) + C(f(\bar{x})) - \{ f(\bar{x}) - \varepsilon k^0 \} \right) \cap - C(f(\bar{x})) \setminus \{0\}. \]

Thus
\[ d \in \text{clcone} \left( f(\Omega) + C(f(\bar{x})) - \{ f(\bar{x}) - \varepsilon k^0 \} \right) \cap - \text{int}C'(f(\bar{x})). \]

Therefore, there exists a nonzero sequence \( \{d_n\} \) such that
\[ d_n \in \text{cone} \left( f(\Omega) + C(f(\bar{x})) - \{ f(\bar{x}) - \varepsilon k^0 \} \right) \cap - C'(f(\bar{x})), \]
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with

\[
\lim_{n \to +\infty} d_n = d.
\]

This contradicts (6).

b) Let \( \bar{x} \in \varepsilon k^0 - MBe(\Omega, f, C) \). By Corollary 1, \( \bar{x} \in \varepsilon k^0 - Be(\Omega, f, C(f(\bar{x}))) \).

Thus

\[
clcone \left( f(\Omega) + C - \{ f(\bar{x}) - \varepsilon k^0 \} \right) \cap -C(f(\bar{x})) = \{ 0 \}.
\]

By Lemma 2, there exists a closed convex pointed cone \( C' \) with \( C(f(\bar{x})) \setminus \{ 0 \} \subseteq \text{int}C' \) and

\[
clcone \left( f(\Omega) - (f(\bar{x}) - \varepsilon k^0) \right) \cap -C' = \{ 0 \}.
\]

Hence,

\[
\left( f(\bar{x}) - \varepsilon k^0 - C' \setminus \{ 0 \} \right) \cap f(\Omega) = \emptyset.
\]

This implies \( \bar{x} \in \varepsilon k^0 - He(\Omega, f, C(f(\bar{x}))) \) and by Corollary 1, \( \bar{x} \in \varepsilon k^0 - MH(e(\Omega, f, C) \).

c) Let \( \bar{x} \in \varepsilon k^0 - NBe(\Omega, f, C) \) and let \( \hat{x} \in \Omega \). Since \( f(\Omega) \subseteq A_3 \), by Definition 6, we have

\[
f(\hat{x}) - (f(\bar{x}) - \varepsilon k^0) \notin -C(f(\hat{x})) \ \setminus \ \{ 0 \}.
\]

Thus

\[
clcone \left( f(\hat{x}) - (f(\bar{x}) - \varepsilon k^0) \right) \cap -C(f(\hat{x})) = \{ 0 \}.
\]

By Lemma 2, there exists a closed convex pointed cone \( C'(f(\bar{x})) \) with \( C(f(\bar{x})) \setminus \{ 0 \} \subseteq \text{int}C'(f(\bar{x})) \) and

\[
clcone \left( f(\hat{x}) - (f(\bar{x}) - \varepsilon k^0) \right) \cap -C'(f(\hat{x})) = \{ 0 \}.\]

Hence,

\[
f(\hat{x}) - (f(\bar{x}) - \varepsilon k^0) \notin -C'(f(\bar{x}))
\]

and

\[
\left( f(\bar{x}) - \varepsilon k^0 - (C'(f(\bar{x})) \setminus \{ 0 \}) \right) \cap \{ f(\hat{x}) \} = \emptyset.
\]

Therefore, \( \bar{x} \in \varepsilon k^0 - NH(e(\Omega, f, C) \).

\[ \square \]
The following example shows that the converse of part (c) of Theorem 3 may not hold.

**Example 1.** Let $\Lambda = f(\Omega) = \{(y_1, y_2) \in \mathbb{R}^2 \mid 0 \leq y_1 \leq 1, 0 \leq y_2 \leq 1\}$. Let $\bar{y} = (\varepsilon, \varepsilon), \varepsilon \in (0, 1)$, let $k^0 = (1, 1)$ and let

$$C(y) := \begin{cases} \mathbb{R}_+^2, & y \in \Lambda \setminus \{(1, 0)\}, \\ \text{cone}(\text{conv}(\{(1, 1), (1, -1)\})), & y = (1, 0), \\ \text{cone}(\text{conv}(\{(1, 1), (-1, 1)\})), & y \in Y \setminus \Lambda. \end{cases}$$

If we define

$$C'(y) := \begin{cases} \text{cone}(\text{conv}(\{(1, -\delta), (-\delta, 1)\})), & y \in \Lambda \setminus \{(1, 0)\}, \\ \text{cone}(\text{conv}(\{(1, 1 + \delta), (1, -1 - \delta)\})), & y = (1, 0), \\ \text{cone}(\text{conv}(\{(1 + \delta, 1), (-1 - \delta, 1)\})), & y \in Y \setminus \Lambda, \end{cases}$$

for some small $\delta > 0$, then $C(y) \setminus \{0\} \subseteq \text{int} C'(y)$ for all $y \in Y$ and $\bar{y}$ is an $\varepsilon k^0$-nondominated solution to (1) with respect to the mapping $C'(\cdot)$. Therefore $\bar{y} \in \varepsilon k^0 - \text{NHe}(\Omega, f, C)$.

Furthermore,

$$\hat{y} = (1, -1) \in A_3 = \{(y_1, y_2) \in \mathbb{R}^2 : y_1 + y_2 \geq 0, y_1 \geq 0\},$$

and

$$\left(\hat{y} - \varepsilon k^0 - \left(C(\hat{y}) \setminus \{0\}\right) \cap \{\hat{y}\}\right) \neq \emptyset.$$ 

Hence $\bar{y} \notin \varepsilon k^0 - \text{NBe}(\Omega, f, C)$.

### 4 Scalarization

In this section, some scalarization results are provided to characterize the properly $\varepsilon k^0$ minimal, nondominated solution of (1). Let $Y^*$ denote the topological dual space of $Y$, and it is equipped with the norm $\| \cdot \|_*$. The dual cone of a set $C \subseteq Y$ is defined as

$$C^* := \{\zeta^* \in Y^* : \langle \zeta^*, c \rangle \geq 0, \text{ for all } c \in C\},$$
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and the positive dual cone of $C$ is defined as

$$C^* := \{ \zeta^* \in Y^* : \langle \zeta^*, c \rangle > 0, \text{ for all } c \in C \setminus \{0\} \}.$$ 

Let a map $y^* : Y \to Y^*$ and an element $\bar{x} \in \Omega$ be given. We consider two functionals $\varphi^\varepsilon_{\bar{x}}, \psi^\varepsilon_{\bar{x}} : Y \to \mathbb{R}$ with

$$\varphi^\varepsilon_{\bar{x}}(y) := \langle y^*(f(\bar{x})), y - (f(\bar{x}) - \varepsilon k^0) \rangle \quad \text{for all } y \in Y,$$

$$\psi^\varepsilon_{\bar{x}}(y) := \langle y^*(y), y - (f(\bar{x}) - \varepsilon k^0) \rangle \quad \text{for all } y \in Y.$$ 

Therefore,

$$\varphi^\varepsilon_{\bar{x}}(f(\bar{x}) - \varepsilon k^0) = \langle y^*(f(\bar{x})), (f(\bar{x}) - \varepsilon k^0) - (f(\bar{x}) - \varepsilon k^0) \rangle = 0,$$

$$\psi^\varepsilon_{\bar{x}}(f(\bar{x}) - \varepsilon k^0) = \langle y^*(f(\bar{x}) - \varepsilon k^0), (f(\bar{x}) - \varepsilon k^0) - (f(\bar{x}) - \varepsilon k^0) \rangle = 0.$$ 

We use the following lemmas for some forthcoming proofs.

**Lemma 3.**

a) [27, Theorem 3.18] Let $S$ be a nonempty closed convex subset of the normed space $Y$. Then $y \in Y \setminus S$ if and only if there is a continuous linear functional $l \in Y^* \setminus \{0\}$ and a real number $\alpha$ with

$$l(y) < \alpha \leq l(s) \quad \text{for all } s \in S.$$ 

b) [27, Theorem 3.22] Let the topology give $Y$ as the topological dual space of $Y^*$. Moreover, let $S$ and $T$ be closed convex cones in $Y$ with $\text{int}S^* \neq \emptyset$. Then $(-S) \cap T = \{0\}$ if and only if there is a continuous linear functional $l \in Y^* \setminus \{0\}$ with

$$l(x) \leq 0 \leq l(y) \quad \text{for all } x \in -S \text{ and } y \in T$$

and

$$l(x) < 0 \quad \text{for all } x \in -S \setminus \{0\}.$$ 

**Definition 7.** Let $\Lambda$ be a nonempty subset of a subset $Y$ of a partially ordered linear space with an ordering cone $C$.

a) A functional $y^* : Y \to \mathbb{R}$ is called monotonically increasing on $\Lambda$, if for
every \( \bar{y} \in \Lambda \)

\[
y \in (\bar{y} - C) \cap \Lambda \quad \Rightarrow \quad y^*(y) \leq y^*(\bar{y}).
\]

b) A functional \( y^*: Y \to \mathbb{R} \) is called strongly monotonically increasing on \( \Lambda \), if for every \( \bar{y} \in \Lambda \)

\[
y \in (\bar{y} - C) \cap \Lambda, \ y \neq \bar{y} \quad \Rightarrow \quad y^*(y) < y^*(\bar{y}).
\]

**Remark 1.** Let \( \Lambda \) be any subset of a partially ordered linear space \( Y \) with the ordering cone \( C \). Every linear functional \( y^* \in C^* \) is monotonically increasing on \( \Lambda \). Furthermore, every linear functional \( y^* \in C^*^0 \) is strongly monotonically increasing on \( \Lambda \).

**Lemma 4.** Let \( \Lambda \) be a nonempty subset of a partially ordered linear space \( Y \) with a pointed cone \( C \).

a) If there is a linear functional \( y^* \in C^* \) and an element \( \bar{y} \in \Lambda \) with

\[
y^*(\bar{y} - \varepsilon k^0) < y^*(y) \quad \text{for all} \quad y \in \Lambda \setminus \{ \bar{y} - \varepsilon k^0 \},
\]

then \( \bar{y} \in \varepsilon k^0 - E(\Lambda, C) \).

b) If there are a linear functional \( y^* \in C^*^0 \) and an element \( \bar{y} \in \Lambda \) with

\[
y^*(\bar{y} - \varepsilon k^0) \leq y^*(y) \quad \text{for all} \quad y \in \Lambda,
\]

then \( \bar{y} \in \varepsilon k^0 - E(\Lambda, C) \).

**Proof.** For the proof of both parts, we let \( \bar{y} \notin \varepsilon k^0 - E(\Lambda, C) \). Then there exists \( \hat{y} \neq \bar{y} - \varepsilon k^0 \) such that

\[
\hat{y} \in (\bar{y} - \varepsilon k^0 - C) \cap \Lambda.
\]

In part (a), since \( y^* \in C^* \), \( y^* \) is monotonically increasing, and hence \( y^*(\hat{y}) \leq y^*(\bar{y} - \varepsilon k^0) \), which contradicts (7).

In the part (b), since \( y^* \in C^*^0 \), \( y^* \) is strongly monotonically increasing, and hence \( y^*(\hat{y}) < y^*(\bar{y} - \varepsilon k^0) \), which contradicts (8).

**Example 2.** Let \( \Lambda = f(\Omega) = \{(y_1, y_2) \in \mathbb{R}^2 \mid 0 \leq y_1 \leq 1, 0 \leq y_2 \leq 1\} \). Let \( \bar{y} = (\varepsilon, \varepsilon) \), let \( \varepsilon \in (0, 1) \), let \( k^0 = (1, 1) \), and let \( C = \mathbb{R}^2_+ \). It is easy to see that \( \bar{y} \in \varepsilon k^0 - E(\Lambda, C) \). We define a map \( y^*: \mathbb{R}^2 \to \mathbb{R} \) by \( y^*(y) := (1, 1)^T y \).
Then for any \( y \in \Lambda \setminus \{ \bar{y} - \varepsilon k^0 \} = \Lambda \setminus \{(0,0)\} \), we obtain \( y^*(\bar{y} - \varepsilon k^0) = 0 < y^*(y) = y_1 + y_2 \).

### 4.1 Characterizing approximate minimal elements

In this subsection, we provide some characterizations of approximate minimal elements. Theorem 4, given below, provides two characterizations of \( \varepsilon k^0 \)-minimal elements.

**Theorem 4.** Let \( \bar{x} \in \Omega \).

a) Let \( y^* : Y \rightarrow Y^* \) be a map such that \( y^*(f(\bar{x})) \in C(f(\bar{x}))^* \). If

\[
\varphi_\varepsilon^\circ(y) > \varphi_\varepsilon^\circ(f(\bar{x}) - \varepsilon k^0) = 0 \quad \text{for all } y \in f(\Omega) \setminus \{ f(\bar{x}) \},
\]

then \( \bar{x} \in \varepsilon k^0 - M(\Omega, f, C) \).

b) If \( \bar{x} \in \varepsilon k^0 - M(\Omega, f, C) \), then there is a map \( y^* : Y \rightarrow Y^* \) with \( y^*(f(\bar{x})) \in C(f(\bar{x}))^* \) such that

\[
\psi_\varepsilon^\circ(y) > \psi_\varepsilon^\circ(f(\bar{x}) - \varepsilon k^0) = 0 \quad \text{for all } y \in f(\Omega) \setminus \{ f(\bar{x}) \}.
\]

c) If \( \text{int} C(f(\bar{x}))^* \neq \emptyset \), then \( \bar{x} \in \varepsilon k^0 - M(\Omega, f, C) \) if and only if there is a map \( y^* : Y \rightarrow Y^* \) with \( y^*(f(\bar{x})) \in C(f(\bar{x}))^* \setminus \{ 0 \} \) such that

\[
\varphi_\varepsilon^\circ(y) \geq \varphi_\varepsilon^\circ(f(\bar{x}) - \varepsilon k^0) = 0 \quad \text{for all } y \in f(\Omega) \setminus \{ f(\bar{x}) \}. \tag{10}
\]

**Proof.** a) Let \( y^* : Y \rightarrow Y^* \) be a map such that \( y^*(f(\bar{x})) \in C(f(\bar{x}))^* \) and \( \varphi_\varepsilon^\circ(y) > 0 \) for all \( y \in f(\Omega) \setminus \{ f(\bar{x}) \} \). If \( \bar{x} \notin \varepsilon k^0 - M(\Omega, f, C) \), then

\[
(f(\bar{x}) - \varepsilon k^0 - (C(f(\bar{x})) \setminus \{ 0 \})) \cap f(\Omega) \neq \emptyset.
\]

Therefore, there exists \( \hat{y} \in f(\Omega) \) such that \( f(\bar{x}) - \varepsilon k^0 - \hat{y} \in C(f(\bar{x})) \setminus \{ 0 \} \). Since \( y^*(f(\bar{x})) \in C(f(\bar{x}))^* \), then \( \langle y^*(f(\bar{x})), f(\bar{x}) - \varepsilon k^0 - \hat{y} \rangle \geq 0 \), and hence

\[
\varphi_\varepsilon^\circ(\hat{y}) = \langle y^*(f(\bar{x})), \hat{y} - (f(\bar{x}) - \varepsilon k^0) \rangle \leq 0,
\]

and this is in contradiction with (9).

b) To prove (b), let \( \bar{x} \in \varepsilon k^0 - M(\Omega, f, C) \) and \( y \in f(\Omega) \setminus \{ f(\bar{x}) \} \) be arbitrarily
chosen. Then \(f(\bar{x}) - \varepsilon k^0 - y \notin C(f(\bar{x}))\). Therefore by Lemma 3(a), there exist \(y^*_1(y) \in Y^* \setminus \{0\}\) and \(\alpha \in \mathbb{R}\) such that

\[
\langle y^*_1(y), (f(\bar{x}) - \varepsilon k^0 - y) \rangle < \alpha \leq \langle y^*_1(y), d \rangle \quad \text{for all } d \in C(f(\bar{x})).
\]

We can show \(\alpha = 0\). Hence by setting \(y^*(y) = y^*_1(y)\) for all \(y \in f(\Omega) \setminus \{f(\bar{x})\}\), we obtain a map \(y^* : Y \to Y^*\) with \(y^*(f(\bar{x})) \in C(f(\bar{x}))^*\) and \(\psi^*_\varepsilon(y) > \psi^*_\varepsilon(f(\bar{x}) - \varepsilon k^0) = 0\) for all \(y \in f(\Omega) \setminus \{f(\bar{x})\}\).

c) The argument of this part is similar to the first part.

\[\square\]

**Remark 2.** By the definitions, \(\bar{x} \in \varepsilon k^0 - M(\Omega, f, C)\) if and only if \(\bar{x} \in \varepsilon k^0 - E(\Omega, f, C(f(\bar{x})))\).

Theorem 5 presents necessary and sufficient conditions for a given feasible solution to be Benson and Borwein properly \(\varepsilon k^0\) minimal solutions.

**Theorem 5.** Let \(\bar{x} \in \Omega\).

a) If there exists a map \(y^* : Y \to Y^*\) such that \(y^*(f(\bar{x})) \in C^* = C(f(\bar{x}))^*\) and

\[
\varphi^*_\varepsilon(y) \geq 0 \quad \text{for all } y \in f(\Omega) \setminus \{f(\bar{x})\}, \tag{11}
\]

then \(\bar{x} \in \varepsilon k^0 - MBe(\Omega, f, C)\) and \(\bar{x} \in \varepsilon k^0 - MBo(\Omega, f, C)\).

b) If the topology gives \(Y\) as the topological dual space of \(Y^*\), \(\text{int}C(f(\bar{x}))^* \neq \emptyset\) and \(f(\Omega) + C(f(\bar{x}))\) is convex, then \(\bar{x} \in \varepsilon k^0 - MBe(\Omega, f, C) = \varepsilon k^0 - MBo(\Omega, f, C)\) if and only if there exists a map \(y^* : Y \to Y^*\) with \(y^*(f(\bar{x})) \in C(f(\bar{x}))^*\) such that (11) holds.

c) If the topology gives \(Y\) as the topological dual space of \(Y^*\), \(\text{int}C(f(\bar{x}))^* \neq \emptyset\) and \(\bar{x} \in \varepsilon k^0 - MBe(\Omega, f, C)\), then there exists a map \(y^* : Y \to Y^*\) with \(y^*(y) \in C(f(\bar{x}))^*\) for all \(y \in f(\Omega) \setminus \{f(\bar{x})\}\) such that

\[
\psi^*_\varepsilon(y) \geq 0 \quad \text{for all } y \in f(\Omega). \tag{12}
\]

**Proof.** a) From remark 2, it is sufficient to prove that \(\bar{x} \in \varepsilon k^0 - Be(\Omega, f, C)\) and \(\bar{x} \in \varepsilon k^0 - Bo(\Omega, f, C)\).

Let \(y \in A_1\). Then \(y = f(\bar{x}) - \varepsilon k^0 + d\) such that \(d \in clcone\left(f(\Omega) + C(f(\bar{x})) -


---

\{f(\bar{x}) - \varepsilon k^0}\). Therefore there are sequences \{y_n\} \subseteq f(\Omega) + C(f(\bar{x})) and \{t_n\} \subseteq [0, +\infty) such that
\[
d = \lim_{n \to \infty} t_n(y_n - f(\bar{x}) - \varepsilon k^0).
\]

Then
\[
\langle y^*(f(\bar{x})), d \rangle = \langle y^*(f(\bar{x})), \lim_{n \to \infty} t_n(y_n - f(\bar{x}) - \varepsilon k^0) \rangle.
\]

Since the linear functional \(y^*\) is continuous and strongly monotonically increasing on \(f(\Omega)\), it is strongly monotonically increasing on \(f(\Omega) + C(f(\bar{x}))\), and therefore,
\[
\langle y^*(f(\bar{x})), d \rangle = \lim_{n \to \infty} t_n \left( \langle y^*(f(\bar{x})), y_n \rangle - \langle y^*(f(\bar{x})), (f(\bar{x}) - \varepsilon k^0) \rangle \right) \geq 0
\]

and
\[
\langle y^*(f(\bar{x})), y \rangle = \langle y^*(f(\bar{x})), d \rangle + \langle y^*(f(\bar{x})), (f(\bar{x}) - \varepsilon k^0) \rangle \\
\geq \langle y^*(f(\bar{x})), (f(\bar{x}) - \varepsilon k^0) \rangle.
\]

Hence, we obtain \(\langle y^*(f(\bar{x})), y \rangle \geq \langle y^*(f(\bar{x})), (f(\bar{x}) - \varepsilon k^0) \rangle\) for all \(y \in A_1\).

Consequently, by Lemma 4, (b) \(f(\bar{x}) \in \varepsilon k^0 - E(A_1, C)\). This completes the proof.

b) Sufficient condition follows immediately from (a) and Theorem 2. To prove the necessary condition, we assume that \(\bar{x} \in \varepsilon k^0 - MB\varepsilon(\Omega, f, C)\). Then \(\bar{x}\) is \(\varepsilon k^0\)-minimal element of set \(A_1\) with respect to \(C(\cdot)\). Therefore
\[
(A_1 - \{f(\bar{x}) - \varepsilon k^0\}) \cap (-C(f(\bar{x}))) = \{0\}. \tag{13}
\]

Since the set \(f(\Omega) + C(f(\bar{x}))\) is convex, \(A_1\) is convex and closed. Then, by Lemma 3(b), the set (13) is equivalent to a continuous linear functional \(y_1^* \in Y^* \setminus \{0\}\) with
\[
\langle y_1^*, -d \rangle \leq 0 \quad \text{for all } d \in C(f(\bar{x})),
\]
\[
\langle y_1^*, \hat{y} \rangle \geq 0 \quad \text{for all } \hat{y} \in A_1 - \{f(\bar{x}) - \varepsilon k^0\},
\]

and
\[(y_1^*, d) > 0 \quad \text{for all } d \in C(f(\bar{x})) \setminus \{0\}.\]

With these inequalities, we conclude
\[y_1^* \in C(f(\bar{x}))^0,\]
\[(y_1^*, y - (f(\bar{x}) - \varepsilon k^0)) \geq 0 \quad \text{for all } y \in A_1.\]

By setting \(y^*(f(\bar{x})) := y_1^*\), we are done.

c) Let \(\bar{x} \in \varepsilon k^0 - MB\varepsilon(\Omega, f, C)\) and let \(y = f(\bar{x}) - \varepsilon k^0 + d \in A_1\). Then
\[
(f(\bar{x}) - \varepsilon k^0 - (C(f(\bar{x})) \setminus \{0\})) \cap \{y\} = \emptyset,
\]
and therefore,
\[cone(y - (f(\bar{x}) - \varepsilon k^0)) \cap (-C(f(\bar{x}))) = \{0\}.\]

By Lemma 3(b), there exists \(y_1^* \in Y^* \setminus \{0\}\) such that
\[\langle y_1^*, -d \rangle \leq 0 \quad \text{for all } d \in C(f(\bar{x})),\]
\[\langle y_1^*, \hat{y} \rangle \geq 0 \quad \text{for all } \hat{y} \in cone(y - (f(\bar{x}) - \varepsilon k^0))\]

and
\[\langle y_1^*, d \rangle > 0 \quad \text{for all } d \in C(f(\bar{x})) \setminus \{0\},\]

and then
\[y_1^* \in C(f(\bar{x}))^0,\]
\[(y_1^*, y - (f(\bar{x}) - \varepsilon k^0)) \geq 0.\]

By setting \(y^*(y) := y_1^*\) for all \(0 \neq y \in A_1\), we are done. \(\Box\)

Theorem 6 presents necessary and sufficient conditions for a given feasible solution to be Henig properly \(\varepsilon k^0\) minimal solutions with different assumptions.

**Theorem 6.** Let \(\bar{x} \in \Omega\). 

---

a) If $C(f(\bar{x}))$ has a weakly compact base, $y^*: Y \to Y^*$ is a map such that $y^*(f(\bar{x})) \in C(f(\bar{x}))^0$, and (11) holds, then $\bar{x} \in \varepsilon k^0 - MHe(\Omega, f, C)$.

b) Suppose that $Y$ is a locally convex Hausdorff topological vector space and that there is a locally convex topology compatible with the dual pairing in $Y^*$. If there exists a map such that $y^*(f(\bar{x})) \in C(f(\bar{x}))^0$ and (11) holds, then $\bar{x} \in \varepsilon k^0 - MHe(\Omega, f, C)$.

c) If the topology gives $Y$ as the topological dual space of $Y^*$, $\text{int}C(f(\bar{x}))^* \neq \emptyset$, $f(\Omega) + C(f(\bar{x}))$ is convex and $\bar{x} \in \varepsilon k^0 - MHe(\Omega, f, C)$, then there exists a map $y^*: Y \to Y^*$ with $y^*(f(\bar{x})) \in C(f(\bar{x}))^0$ such that (11) holds.

d) If $\bar{x} \in \varepsilon k^0 - MHe(\Omega, f, C)$, then there exists a map $y^*: Y \to Y^*$ with $y^*(y) \in C(f(\bar{x}))^0$ for all $y \in f(\Omega) \setminus \{f(\bar{x})\}$ such that

$$
\psi_{\bar{x}}(y) > 0 \quad \text{for all } y \in f(\Omega) \setminus \{f(\bar{x})\}.
$$

(14)

**Proof.** a) This part follows immediately from Theorems 5(a) and 3(b).

b) We consider the set-valued mapping $C'$ from $Y$ to $2^Y$ defined as follows:

$$
C'(y) = Y, \text{ if } y \neq f(\bar{x}), \text{ and } C'(f(\bar{x})) := \{y \in Y \mid \langle y^*(f(\bar{x})), y \rangle > 0\} \cup \{0\}.
$$

Since $y^*(f(\bar{x})) \in C(f(\bar{x}))^0$, it is easy to see that $C'(f(x))$ is solid and convex and $C(f(x)) \setminus \{0\} \subset \text{int}C'(f(x))$ for all $x \in \Omega$. It follows that $\bar{x} \in \varepsilon k^0 - M(f, \Omega, C')$. Otherwise, there would exist $\hat{x} \in \Omega$ such that $f(\hat{x}) - f(\bar{x}) + \varepsilon k^0 \in -C'(f(\bar{x})) \setminus \{0\}$ (note that from the definition of $k^0$ and $C'$ it is easy to see that $f(\bar{x}) \neq f(\hat{x})$), which by the definition of $C'$ means that

$$
\varphi_{\bar{x}}(y) = \langle y^*(f(\bar{x})), f(\hat{x}) - f(\bar{x}) + \varepsilon k^0 \rangle < 0,
$$

which contradicts (11). Then $\bar{x} \in \varepsilon k^0 - M(f, \Omega, C')$, and so $\bar{x} \in \varepsilon k^0 - MHe(f, \Omega, C)$.

c) Let $\bar{x} \in \varepsilon k^0 - MHe(\Omega, f, C)$. By Theorem 3(a), $\bar{x} \in \varepsilon k^0 - MBe(\Omega, f, C)$, and then by Theorem 5(b), there exists a map $y^*: Y \to Y^*$ with $y^*(f(\bar{x})) \in C(f(\bar{x}))^0$ such that (11) holds.
d) If $\bar{x} \in \varepsilon k^0 - MHe(\Omega, f, C)$, then by Lemma 1, there is a convex cone $C'$ with $C(f(\bar{x})) \setminus \{0\} \subseteq \text{int}C'$ such that
\[
(f(\bar{x}) - \varepsilon k^0 - C' \setminus \{0\}) \cap f(\Omega) = \emptyset.
\]
We can assume the cone $C'$ to be closed. Let $\hat{y} \in f(\Omega) \setminus \{f(\bar{x})\}$. Then
\[
(f(\bar{x}) - \varepsilon k^0) - \hat{y} \notin C'.
\]
Therefore by Lemma 3(a), there are a continuous linear functional $y_1^* \in Y^* \setminus \{0\}$ and a real number $\alpha$ with
\[
\langle y_1^*, (f(\bar{x}) - \varepsilon k^0) - \hat{y} \rangle < \alpha \leq \langle y_1^*, d \rangle \quad \text{for all } d \in C'.
\]
We can show $\alpha = 0$ and hence $y_1^* \in C'^* \setminus \{0\}$ and $\langle y_1^*, \hat{y} - (f(\bar{x}) - \varepsilon k^0) \rangle > 0$. By [27, Lemma 3.21], it holds
\[
C(f(\bar{x})) \setminus \{0\} \subseteq \text{int}C' = \{y \in Y : y^*(y) > 0 \quad \text{for all } y^* \in C'^* \setminus \{0\}\},
\]
and then $y_1^* \in C(f(\bar{x}))^*$. By setting $y^*(y) := y_1^*$ for all $y \in f(\Omega) \setminus \{f(\bar{x})\}$, we are done.

4.2 Characterizing approximate nondominated elements

The characterization results of approximate nondominated elements are presented in the current subsection work. Theorem 7, given below, provides two characterizations of $\varepsilon k^0$-nondominated elements.

**Theorem 7.** Let $\bar{x} \in \Omega$.

a) $\bar{x} \in \varepsilon k^0 - N(\Omega, f, C)$ if and only if there is a map $y^* : Y \to Y^*$ with $y^*(y) \in C(y)^* \setminus \{0\}$ for all $y \in f(\Omega) \setminus \{f(\bar{x})\}$ such that
\[
\psi^\varepsilon_{\bar{x}}(y) > \psi^\varepsilon_{\bar{x}}(f(\bar{x}) - \varepsilon k^0) = 0 \quad \text{for all } y \in f(\Omega) \setminus \{f(\bar{x})\}.
\]

b) Suppose that $\text{int}C(y)^* \neq \emptyset$ for all $y \in f(\Omega)$. Then $\bar{x} \in \varepsilon k^0 - N(\Omega, f, C)$ if and only if there is a map $y^* : Y \to Y^*$ with $y^*(y) \in C(y)^* \setminus \{0\}$ for all $y \in f(\Omega) \setminus \{f(\bar{x})\}$ such that

---

\[ \psi_\varepsilon^*(y) \geq \psi_\varepsilon^*(f(\bar{x}) - \varepsilon k^0) = 0 \quad \text{for all } y \in f(\Omega) \setminus \{f(\bar{x})\}. \]

We omit proofs as the using same ideas in the proof of Theorem 4. Theorems 8 and 9 provide necessary and sufficient conditions for a given feasible solution to be Benson, Borwein, and Henig properly \( \varepsilon k^0 \) nondominated solutions.

**Theorem 8.** Let \( \bar{x} \in \Omega \), and let

\[ \bar{C} := \bigcup_{y \in A_4} C(y). \]

a) If there exists a map \( y^* : Y \to Y^* \) such that \( y^*(y) \in \bar{C}^\ast \) for all \( y \in f(\Omega) \setminus \{f(\bar{x})\} \) and (11) holds, then \( \bar{x} \in \varepsilon k^0 - NBe(\Omega, f, C) \) and \( \bar{x} \in \varepsilon k^0 - NBo(\Omega, f, C) \).

b) If \( \bar{x} \in \varepsilon k^0 - NBe(\Omega, f, C) \), then there exists a map \( y^* : Y \to Y^* \) with \( y^*(y) \in C(y)^\ast \) for all \( y \in f(\Omega) \setminus \{f(\bar{x})\} \) such that (14) holds.

c) If the topology gives \( Y \) as the topological dual space of \( Y^* \), \( \text{int} C(y)^\ast \neq \emptyset \) for all \( y \in f(\Omega) \) and \( \bar{x} \in \varepsilon k^0 - NBe(\Omega, f, C) \), then there exists a map \( y^* : Y \to Y^* \) with \( y^*(y) \in C(y)^\ast \) for all \( y \in f(\Omega) \setminus \{f(\bar{x})\} \) such that (12) holds.

_Proof._ a) Let \( y^*(y) \in \bar{C}^\ast \) and \( \langle y^*(y), y - (f(\bar{x}) - \varepsilon k^0) \rangle \geq 0 \) for all \( y \in f(\Omega) \). Then \( y^*(y) \in C(y)^\ast \) for all \( y \in A_4 \). Now, let \( y \in A_4 \setminus \{f(\bar{x}) - \varepsilon k^0\} \), therefore there exist sequences \( \{y_n\} \subseteq f(\Omega) \), \( \{d_n\} \subseteq C(y_n) \), and \( \{t_n\} \subseteq [0, \infty) \) such that \( y = f(\bar{x}) - \varepsilon k^0 + d \), where

\[ d = \lim_{n \to \infty} t_n (y_n + d_n - (f(\bar{x}) - \varepsilon k^0)). \]

Since the linear functional \( y^* \) is continuous, we have

\[ \langle y^*(y), y - (f(\bar{x}) - \varepsilon k^0) \rangle = y^*(d) = \lim_{n \to \infty} t_n \left( \langle y^*(y_n - (f(\bar{x}) - \varepsilon k^0) \rangle + \langle y^*(y), d_n \rangle \right) \geq 0. \]

Hence, by Theorem 7(b) \( \bar{x} \in \varepsilon k^0 - N(A_4, C) \). Thus \( \bar{x} \in \varepsilon k^0 - NBe(\Omega, f, C) \), and then by Theorem 2, \( \bar{x} \in \varepsilon k^0 - NBo(\Omega, f, C) \).

b) Let \( \bar{x} \in \varepsilon k^0 - NBe(\Omega, f, C) \) and let \( y = f(\bar{x}) - \varepsilon k^0 + d \in A_4 \). Then
\[(f(\bar{x}) - \varepsilon k^0 - (C(y) \setminus \{0\})) \cap \{y\} = \emptyset,\]

and therefore,
\[(f(\bar{x}) - \varepsilon k^0) - y \notin C(y).\]

By Lemma 3(a), there are a continuous linear functional \(y_1^* \in Y^* \setminus \{0\}\) and a real number \(\alpha\) with
\[\langle y_1^*, (f(\bar{x}) - \varepsilon k^0) - y \rangle < \alpha \leq \langle y_1^*, d \rangle \quad \text{for all } d \in C(y).\]

We can show \(\alpha = 0\), and hence \(y_1^* \in C(y)^* \setminus \{0\}\) and \(\langle y_1^*, y - (f(\bar{x}) - \varepsilon k^0) \rangle > 0\).

By setting \(y^*(y) = y_1^*\) for all \(0 \neq y \in A_4\), we are done.

c) Let \(\bar{x} \in \varepsilon k^0 - NBe(\Omega, f, C)\) and let \(y = f(\bar{x}) - \varepsilon k^0 + d \in A_4\). Then
\[(f(\bar{x}) - \varepsilon k^0 - (C(y) \setminus \{0\})) \cap \{y\} = \emptyset,\]

and therefore,
\[\text{cone}(y - (f(\bar{x}) - \varepsilon k^0)) \cap (-C(f(y))) = \{0\}.\]

By Lemma 3(b), there exists \(y_1^* \in Y^* \setminus \{0\}\) such that
\[\langle y_1^*, -d \rangle \leq 0 \quad \text{for all } d \in C(y),\]
\[\langle y_1^*, \hat{y} \rangle \geq 0 \quad \text{for all } \hat{y} \in \text{cone}(y - (f(\bar{x}) - \varepsilon k^0)),\]

and
\[\langle y_1^*, d \rangle > 0 \quad \text{for all } d \in C(y) \setminus \{0\},\]

and then
\[y_1^* \in C(y)^0,\]
\[\langle y_1^*, y - (f(\bar{x}) - \varepsilon k^0) \rangle \geq 0.\]

By setting \(y^*(y) := y_1^*\) for all \(0 \neq y \in A_4\), we are done. \(\square\)

Theorem 9 provides necessary and sufficient conditions for a given feasible solution to be Henig properly \(\varepsilon k^0\) nondominated solutions.
Theorem 9. Let \( \bar{x} \in \Omega \).

a) If there exists a map \( y^* : Y \to Y^* \) such that \( y^*(y) \in C(y)^{\ast} \) for all \( y \in f(\Omega) \setminus \{f(\bar{x})\} \) such that (14) holds, then \( \bar{x} \in \varepsilon_k^0 - NHe(\Omega, f, C) \).

b) Suppose that \( C(f(\bar{x})) \) has a weakly compact base for all \( y \in f(\Omega) \setminus \{f(\bar{x})\} \). Then \( \bar{x} \in \varepsilon_k^0 - NHe(\Omega, f, C) \) if and only if there exists a map \( y^* : Y \to Y^* \) with \( y^*(y) \in C(y)^{\ast} \) such that (14) holds.

Proof. The proof is similar in spirit to Theorem 6. \( \square \)

5 Conclusion

In this paper, some new approximate properly efficient solutions such as Henig, Benson, and Borwein minimal/nondominated solutions, in vector optimization with a VOS, were introduced, and theorems establishing the relationship between these concepts were proved. Necessary and sufficient conditions for these solutions were presented. We will consider these solutions in finite-dimensional spaces and provide an algorithm to generate these concepts in future work. It is recommended to study approximate Hartley properly and super solutions with a VOS.
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