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Abstract

The fuzzy-C-means (FCM) algorithm is one of the most famous fuzzy clus-
tering algorithms, but it gets stuck in local optima. In addition, this algo-
rithm requires the number of clusters. Also, the density-based spatial of the
application with noise (DBSCAN) algorithm, which is a density-based clus-
tering algorithm, unlike the FCM algorithm, should not be pre-numbered.
If the clusters are specific and depend on the number of clusters, then it can
determine the number of clusters. Another advantage of the DBSCAN clus-
tering algorithm over FCM is its ability to cluster data of different shapes.
In this paper, in order to overcome these limitations, a hybrid approach
for clustering is proposed, which uses FCM and DBSCAN algorithms. In
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this method, the optimal number of clusters and the optimal location for
the centers of the clusters are determined based on the changes that take
place according to the data set in three phases by predicting the possibility
of the problems stated in the FCM algorithm. With this improvement, the
values of none of the initial parameters of the FCM algorithm are random,
and in the first phase, it has been tried to replace these random values to
the optimal in the FCM algorithm, which has a significant effect on the
convergence of the algorithm because it helps to reduce iterations. The
proposed method has been examined on the Iris flower and compared the
results with basic FCM algorithm and another algorithm. Results shows
the better performance of the proposed method.

AMS subject classifications (2020): 68T10, 62H30.

Keywords: Clustering; Fuzzy clustering; DBSCAN.

1 Introduction

Clustering is one of the important techniques of knowledge discovery in
databases. Density-based clustering algorithms are one of the main meth-
ods for clustering in data mining. The density-based spatial of application
with noise (DBSCAN) algorithm is a clustering method that is based on den-
sity. This algorithm has the ability to discover clusters of different sizes and
shapes from a large amount of data and performs well against noise [3, 6].
Another method that has received a lot of attention is the fuzzy method.
In these methods, unlike deterministic clustering that, any data belongs to
exactly one cluster; the data can belong to several clusters [7]. Although
the approach adopted by both algorithms is widely accepted to deal with
clustering problems, due to the weakness in each and in order to achieve a
better method for data clustering, various methods have been used. In all
methods, it has been tried to find values that are as close as possible to an
exact answer.

2 Related works

Wei and Xie [10], after a better analysis of the slower convergence speed,
introduced a new competitive learning-based rival checked fuzzy c-means
clustering algorithm. In the method proposed by Xue, Shang, and Feng
[12], a fuzzy rough semi-supervised outlier detection is used, which is able to
minimize the sum squared errors of the clustering. Maraziotis [4], for gene
expression profile clustering, proposed a novel semi-supervised fuzzy cluster-
ing algorithm (SSFCA). Abdellahoum et al. [1] presented a new version of
fuzzy clustering based on the ABC algorithm, namely ABC − SFCM. For
detecting the malicious behavior in wireless sensor networks, Shamshirband
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765 Improving the performance of the FCM algorithm ...

et al. [8] presented a hybrid clustering method, namely a density-based fuzzy
imperialist competitive clustering algorithm. Mekhmoukh and Mokrani [5]
introduced an improved fuzzy-C-means (FCM) using particle swarm opti-
mization based on the outlier rejection and level set. The results of this
method were compared with related works, which showed more effectiveness.
Zhang et al. [13] proposed a variant of FCM for image segmentation, which
has reduced the complexity of the algorithm compared to similar types. Alo-
moush et al. [2] proposed a method for choosing cluster centers to avoid
getting stuck in local optimum.

3 Preliminaries and definitions

Here we present some necessary algorithms.

3.1 Clustering

Clustering is a process by which a set of objects can be separated into distinct
groups. Each release is called a cluster. Members of each cluster, according
to characteristics which, are very similar to each other, but instead, the
degree of similarity between the clusters is the lowest [9]. Although most
clustering algorithms or methods have the same basis, there are differences
in the method of measuring similarity or distance, as well as choosing labels
for objects in each cluster. There are methods: for example, discriminative
clustering, hierarchical clustering, model-based clustering, fuzzy clustering
and density-based clustering. Here We deal with the last two methods: fuzzy
clustering and density-based clustering. By combining these methods, we try
to provide a new method for clustering.

3.2 FCM clustering algorithm

As mentioned in fuzzy clustering, unlike classical clustering, where each input
sample belongs to only one cluster, one sample can belong to more than one
cluster. Actually the basic idea in fuzzy clustering is to assume that each
element can be placed in several clusters with different degrees of membership
[7]. As a result, we can have clusters that are more consistent with reality.

One of the basic fuzzy clustering algorithms is FCM. In the FCM algo-
rithm, we try to optimize the following objective function [11]:

Jm =

c∑
i=1

n∑
k=1

uik
mdik

2 =

c∑
i=1

n∑
k=1

uik
m∥xk − vi∥2,
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where m is a real number greater than one. Moreover, uik is the degree of
membership of the kth data in the ith cluster, dik is the measure of similarity
in the next n space, xk represents the kth data, and vi is the center of the
ith cluster. The complete procedure of the algorithm is as follows:

Algorithm 1 FCM algorithm
Input: Data set, number of clusters, max − iter, threshold (minimum ob-
jective function improvement value), and m (the value for exponentiation of
matrix U)
Output: Cluster centers, objective function values and matrix U

1. Initialization: Randomly determine the value of each data belonging to
the desired cluster, put it in the matrix U , set the value of the iter,
and the value of the objective function to zero.

2. Calculate new centers for each cluster.

3. Calculate the distance from the data to the cluster centers.

4. Calculate the value of the objective function in terms of distance values.

5. Calculate the matrix U in terms of the values obtained from the previ-
ous steps.

6. Calculate imp (the difference between the value of the objective func-
tion in the new step and in the previous step) and set iter = iter+1, if
imp ≥ threshold and iter ≤ max−iter, then repeat step 2; otherwise,
the algorithm terminates.

As mentioned, FCM clustering performs well when working with over-
lapping data and performs well with noise-free data. Since they cannot dis-
tinguish between data points and noise, it leads to the center, which may
gravitate toward the outliers. Also, it may be located at a local optimum.
To improve the algorithm, we use the DBSCAN algorithm. In which follows,
the DBSCAN algorithm is presented.

3.3 DBSCAN algorithm

In density-based clustering algorithms, points with high density are identified
and placed in a cluster. One of the famous algorithms cited in this field
to DBSCAN, which was presented by Ester and colleagues in 1996. This
algorithm has the ability to identify remote points [3]. In the DBSCAN
algorithm, there are two parameters, the radius (Epsilon) and the minimum
points in a cluster (MinPoints). Each data point has a distance from other
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points. Any point whose distance to an assumed point is less than Epsilon is
considered a neighbor of that point. Any given point that has MinPoints of
neighbors is the center of the cluster.
The way that the algorithm works is that the algorithm first selects a sample
(which is a point in the vector space) and according to the radius Epsilon, the
neighbor looks for this point in space. If the algorithm is able to find at least
as many points as MinPoints within the specified Epsilon radius, then all
those points together belong to a cluster. The algorithm then looks for one
of the points adjacent to the current point to look again at that point with the
Epsilon radius. The other neighbor points are searched, and if the number of
serious new neighbor points is found again, then this algorithm again places
all those new points in the same cluster with the previous points. If it does
not find a new point in the neighborhood, then this cluster is complete. To
find other clusters at other points, it randomly selects another point and
starts finding neighbors and forming a new cluster for that point. If the
algorithm is within the desired radius of a point but does not find enough
samples, then the DBSCAN algorithm identifies this point as outlier data
and does not assign it to any cluster. It should make all the clusters and
check all the points to be able to identify whether it is an outlier or not. The
algorithm continues in the same way to find other clusters that have at least
as much as MinPoints in their radius and are clustered. Finally, those that
are not assigned to any cluster are identified as outlier data. This continues
until all points have been checked [3, 6].

4 Proposed method

To improve the fuzzy clustering method, changes are made in three phases:

1. In the FCM clustering method, as stated, the value of each data be-
longing to the desired cluster is randomly determined and placed in
the matrix U . In the proposed method, first, the data set is clustered
through the DBSCAN algorithm. Since the number of clusters must
be given to the FCM algorithm as input, the initial cluster number is
determined in this way. Then, the distance between each data to the
centers of the clusters obtained from the DBSCAN algorithm is calcu-
lated. In the next step, these distances are reversed and normalized.
To help improve the convergence of the algorithm, the above values are
placed in the matrix U to determine the value belonging of each data to
the clusters. The points that are closer to the cluster centers get more
value. As a result, better convergence is achieved, and the number of
iterations also becomes less.

2. Similar to the idea of the simulated annealing method, changes are
applied to the number of clusters. In this way, in the range of +k/2
and −k/2, a value is randomly selected and added to the number of

Iran. J. Numer. Anal. Optim., Vol. 13, No. 4, 2023,pp 763–774



Authors Suppressed Due to Excessive Length 768

clusters. If the number of clusters increases, then centers are randomly
selected from the data, and if the number of clusters decreases, then
some centers are randomly deleted. In the event that the objective
function is improved by changing the number of clusters, results will
be updated.

3. The cluster centers are moved to find the optimal centers. In the pro-
posed method, the primary centers are obtained with the DBSCAN
algorithm. Considering the criteria of the DBSCAN algorithm, in data
density clustering, several data may be close to each other, but accord-
ing to the changes in the value of data dimensions from the first to the
last data, it is more appropriate that this data should not be placed
in a cluster. For this reason, in the second and third phases of the
proposed algorithm, the number and location of the cluster centers are
changed to reach the optimal centers. These changes increase in the
first iteration and decrease in subsequent iterations. The process is as
follows: in the first iteration, based on the data diameter and the angle
that is randomly determined, the transfer value is determined. In the
next iterations, a coefficient from the diameter of the data determines
that the amount of displacement is based on this coefficient takes place,
and this displacement will be reduced. At each stage, based on the new
centers, the matrix U and the objective function are calculated, and if
improved, results will be replaced.

In the proposed method, different aspects of clustering and different ways
of improving these methods were studied and investigated. Then, according
to the weaknesses of the FCM algorithm, based on the changes made in
three phases in the proposed method, the algorithm was improved with new
methods from three points of view. In each point of view, different aspects
of clustering are considered:

1. In the first phase of improvement, combine the algorithm with DBSCAN
algorithm. In addition to solving the basic problem of the algorithm in
determining the number of clusters, it is tried to make the initialization
of the matrix U in a completely intelligent and accurate way by making
changes. Because by conducting tests, we found that the initial values
have a significant effect on the convergence and accuracy of the algo-
rithm result, and if this value is done with the random method used in
the FCM algorithm, then the number of repetitions will increase.

2. In the second phase, it was tried to find the optimal value for the
number of clusters with a creative method. In the FCM algorithm, due
to the unknown number of clusters, this value should be given as an
initial parameter to the algorithm.

3. In this method, the initial value for the location of the centers is done
according to the criteria of the DBSCAN algorithm. According to this
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fact, in the third phase of the proposed method, it is tried to find the
best place for the centers of the clusters with a new method, which has
a significant effect on reaching the optimal solution.

The proposed method is summarized in Figure 1. Here, IMP is the improve-
ment value of the objective function, NC is the number of clusters, and C is
the centers of the clusters.

Figure 1: The proposed method

The general routine of the algorithm is given in Algorithm 2 as follows:
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Algorithm 2 Proposed algorithm MODFCM
Input: Data set, number of clusters, max − iter, threshold (minimum ob-
jective function improvement value), and m (the value for exponentiation of
matrix U)
Output: Cluster centers, objective function values, and matrix U

1. Initialization:

(a) Call the DBSCAN algorithm and determine the number of clusters
in the data set.

(b) Calculate the distance of each data to the centers obtained from
the DBSCAN algorithm and construct the matrix U with the pro-
posed method.

(c) Set iter and the value of the objective function to zero.

2. Obtain the optimal number of clusters using the second phase of the
proposed method, update the new results and go to the next step.

3. Initialize f by calculating the diameter of the data set.

4. Initialize s by randomly choosing an angle.

5. Set d = f ∗ cos(s) and displace all centers by d.

6. Calculate the distance of the data to the centers of the new clusters
and the value of the objective function in terms of the distance values.

7. Calculate the values of the matrix U according to the values obtained
from the previous steps.

8. If the objective function is improved, then update new results and go
to the next step; otherwise, go to step 10.

9. Set f = .9f . If f ≥ 5, then go to step 4; otherwise, go to the next step.

10. Calculate the new centers for each cluster, the distance of the data to
the centers of the clusters, and the value of the objective function in
terms of the distance values.

11. Calculate the values of the matrix U according to the values obtained
from the previous steps.

12. Calculate imp (the difference between the value of the objective func-
tion in the new step and in the previous step), and set iter = iter + 1.
If imp ≥ threshold and iter ≤ max − iter, then repeat step 10;
otherwise, the algorithm terminates.
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5 Experimental results

Two sets of tests have been performed on the FCM algorithm and the pro-
posed MODFCM algorithm on the Iris flower with four features. Different
similarity measures in the solution clustering problems are used. Here, the
Euclidean distance criterion is used due to its high efficiency. Also, the eval-
uation of the results obtained from the clustering of the data set with the
DBSCAN algorithm and the direct transfer of the results to the FCM al-
gorithm was performed. The algorithm was named DBSCAN − FCM. We
analyze the convergence and the iterative process of algorithms. The conver-
gence and the iterative process for these algorithms are shown in Table 1. As
we can see from Table 1, the convergence speed of the proposed MODFCM
algorithm is faster than the FCM algorithm and DBSCAN−FCM algorithm.
This shows that the proposed MODFCM algorithm improves the convergence
speed. Further analysis reveals that the proposed MODFCM algorithm can
reduce the required clustering time effectively and improve the efficiency of
the data processing.

Table 1: Comparison table of algorithms

Algorithm Objective function Number of iterations
FCM 12.469286 15

DBSCAN− FCM 14.169376 19
MODFCM 9.589957 19
MODFCM 9.589961 15

In the second experiment, the GENETIC algorithm and RAND index
were used, and the performance of two algorithms was evaluated. The results
show that although both algorithms reach the final solution, the speed of the
proposed algorithm is increased because the algorithm is converged in fewer
iterations. In addition, the RAND index in the first population generated was
evaluated for both algorithms. It was about 0.67 for the proposed algorithm
in most iterations, but the same amount for FCM was about 0.41. The
evaluation diagram of two algorithms, FCM and MODFCM, are given in
Figures 2 and 3, respectively. As a result shows, the proposed algorithm
MODFCM has a better performance in achieving the desired clustering.
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Figure 2: Evaluation of the performance of the FCM algorithm with RAND index

Figure 3: Evaluation of the performance of the MODFCM algorithm with RAND index

6 Conclusion

Today, there are many methods for data clustering, each of which has advan-
tages and disadvantages. Methods can be achieved by combining algorithms
to improve the results by covering each other’s weaknesses. In this article,
the FCM algorithm and the DBSCAN algorithm were combined. One of
the advantages of the proposed algorithm in all the experiments compared
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to FCM is that we do not face the problem of determining the number of
clusters. The algorithm was improved by determining the optimal number
of clusters. In addition, to increase the quality of clustering, optimal cen-
ters were also obtained. In total, by making these changes in the proposed
method, it was found that by evaluating the objective function in both algo-
rithms, the improvement of the objective function in the proposed algorithm
with the same number of iterations has better performance than the FCM
algorithm and the speed of convergence increases.
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