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#### Abstract

It is important to note that mixed systems of first and second-kind Volterra-Fredholm integral equations are ill-posed problems, so that solving discretized system of such problems has a lot of difficulties. We will apply the regularization method to convert this mixed system (ill-posed problem) to system of the second kind Volterra-Fredholm integral equations (well-posed problem). A numerical method based on Chebyshev wavelets is suggested for solving the obtained well-posed problem, and convergence analysis of the method is discussed. For showing efficiency of the method, some test problems, for which the exact solution is known, are considered.
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## 1 Introduction

The Volterra-Fredholm integral equations $[4,5,7,13]$ arise from parabolic boundary value problems, from the mathematical modeling of the spatiotemporal development of an epidemic, mathematical population dynamics, and from various physical and biological models.

[^0]In this paper, we consider mixed system of Volterra-Fredholm integral equations (VFIEs) consisting of first and second-kind VFIEs as follows:
$F(t, x)=A U(t, x)+\int_{0}^{t} \int_{\Omega} \mathbf{K}(t, \eta, x, s) U(\eta, s) d s d \eta, \quad t \in I=[0, T], \quad x \in \Omega$,
where $F(t, x)=[f(t, x), g(t, x)]^{T}, U(t, x)=\left[u_{1}(t, x), u_{2}(t, x)\right]^{T}$ and

$$
A=\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right], \quad \mathbf{K}(t, \eta, x, s)=\left[\begin{array}{l}
k_{11}(t, \eta, x, s) k_{12}(t, \eta, x, s) \\
k_{21}(t, \eta, x, s) k_{22}(t, \eta, x, s)
\end{array}\right]
$$

Here, $\Omega$ denotes a (closed) bounded region in $\mathbb{R}^{d}(d=1,2,3)$ with the (piecewise) smooth boundary $\partial \Omega$.

The reformulation of the initial-boundary-value problem for the linear heat equation in a two-dimensional spatial domain $\Omega$ with the boundary $\partial \Omega$ by single-layer techniques leads to a mixed system of Volterra-Fredholm integral equations. Mixed systems of VFIEs are considered as the ill-posed problems. However, we will first apply the method of regularization that received a considerable amount of interest, especially in solving first kind integral equations. The method transforms mixed system to the system of second kind integral equations. The method of regularization was established independently by Phillips [12] and Tikhonov [14]. The method of regularization consists of replacing ill-posed problem by well-posed problem. Some numerical methods have been proposed for solving Volterra-Fredholm integral equations of the second kind; see, for example, $[2,6,8,10,11,15,16]$. In this paper, the wavelet collocation method is developed for a mixed system of first and second kind Volterra-Fredholm integral equations.

The paper is organized as follows. In Section 2, we consider some applications of Volterra-Fredholm integral equation and in Section 3, we introduce regularization technique to transform mixed system (1) into the system of second kind integral equations. In Section 4, a numerical method based on Chebyshev wavelets is applied for solving the obtained well-posed problem. The convergence analysis is given in Section 5 and the numerical experiments are carried out in Section 6, which will be used to verify the theoretical results.

## 2 Some applications

We can consider Volterra-Fredholm integral equation of the first kind as a spacial case of system (1)(let $\left.u_{1}=0, k_{12}=0\right)$. The reformulation of the initial-boundary-value problem for the linear heat equation in a twodimensional spatial domain $\Omega$ with boundary $\partial \Omega$ by singlelayer techniques leads to a Volterra-Fredholm integral equation of the first kind in the follow-
ing form [3]:

$$
g_{\Gamma}(t, \theta)=\int_{0}^{t} \int_{0}^{1} \mathbf{K}(t-s, X(\theta)-X(s)) U(s, \phi) d \phi d s
$$

where $X(\theta)$ is a smooth 1-periodic parametric representation of the boundary curve $\Gamma=\partial \Omega$, and $g_{\Gamma}$ represents the function describing the given boundary condition on $I \times \partial \Omega$.

For the another example, you can consider the following integral equation [1]

$$
\begin{aligned}
& f(x, t)=\left(\Lambda(t)-f_{*}(x)\right)=\int_{0}^{t} \int_{\Omega} F(t, \tau) k(x, y) \Phi(y, t) d y d \tau \\
& \left(x=\bar{x}\left(x_{1}, x_{2}, x_{3}\right), y=\bar{y}\left(y_{1}, y_{2}, y_{3}\right),(x, y) \in \Omega, t \in[0, T]\right.
\end{aligned}
$$

under the condition

$$
\int_{\Omega} \Phi(x, t) d x=P(t)
$$

can be investigated from the contact problem of a rigid surface $(G, \nu)$ having an elastic material occupying the domain $\Omega$ where $f_{*}(x)$ describing the surface of stamp. This stamp impressed into an elastic layer surface (plane) by a variable known force with respect to time $P(t)$ whose eccentricity of application $e(t),(t \in[0, T])$ that case rigid displacement $\Lambda(t)$. Here $G$ is the displacement magnitude and $\nu$ is Poisson's coefficient.

## 3 Regularization technique

The linear operator defined by second equation in system (1) has not generally a continuous inverse, so that it is difficult to obtain a precise numerical solution by classical discretization methods. Thus regularization techniques could be used instead to transform integral equations such as second equation in system (1) into second-kind integral equations. More precisely, we consider the following integral equations:

$$
\left\{\begin{align*}
f(t, x)=u_{1}(t, x)+ & \int_{0}^{t} \int_{\Omega} k_{11}(t, \eta, x, s) u_{1}(\eta, s) d s d \eta  \tag{2}\\
& +\int_{0}^{t} \int_{\Omega} k_{12}(t, \eta, x, s) u_{2, \varepsilon}(\eta, s) d s d \eta \\
g(t, x)=\varepsilon u_{2, \varepsilon}(t, x) & +\int_{0}^{t^{2}} \int_{\Omega} k_{21}(t, \eta, x, s) u_{1}(\eta, s) d s d \eta \\
& +\int_{0}^{t} \int_{\Omega} k_{22}(t, \eta, x, s) u_{2, \varepsilon}(\eta, s) d s d \eta
\end{align*}\right.
$$

where $\varepsilon$ is a fixed positive number.

Under a hypothesis that will be clarified later, it can be proved that the solution $u_{2, \varepsilon}(x, t)$ of equation (2) converges (when $\varepsilon \rightarrow 0$ ) to the solution $u_{2}(x, t)$ of equation (1). Now, we consider the matrix form of equation (2) as the following system of integral equations:

$$
\begin{equation*}
F(t, x)=E U_{\varepsilon}(t, x)+\int_{0}^{t} \int_{\Omega} \mathbf{K}(t, \eta, x, s) U_{\varepsilon}(\eta, s) d s d \eta \tag{3}
\end{equation*}
$$

where $E=\left[\begin{array}{ll}1 & 0 \\ 0 & \varepsilon\end{array}\right]$ and $U_{\varepsilon}(x, t)=\left[u_{1}(x, t), u_{2, \varepsilon}(x, t)\right]^{T}$.
We need the following definition and lemma to regularization technique.
Definition 1. A self-adjoint operator $\kappa: H \rightarrow H$, where $H$ is a real Hilbert space, is called coercive if there exists a constant $c>0$ such that

$$
\langle\kappa x, x\rangle \geq c\|x\|^{2}, \quad \text { for all } x \in H
$$

Lemma 1. Suppose that the integral operator of system (3) is continuous and coercive in a Hilbert space, where $F, U, U_{\varepsilon}$ are defined. Then

- $\left\|U_{\varepsilon}\right\|$ is bounded independently of $\varepsilon$;
- $\left\|U_{\varepsilon}-U\right\|$ tends to 0 when $\varepsilon \rightarrow 0$.

Proof. From (3) we conclude the following:

$$
\begin{equation*}
\|E\|\left\|U_{\varepsilon}\right\|=\left\|F-\int_{0}^{t} \int_{\Omega} \mathbf{K} U_{\varepsilon} d s d \eta\right\| \geqslant-\|F\|+\left\|\int_{0}^{t} \int_{\Omega} \mathbf{K} U_{\varepsilon} d s d \eta\right\| \tag{4}
\end{equation*}
$$

The coercivity property of the integral operator implies

$$
\begin{equation*}
\left\|\int_{0}^{t} \int_{\Omega} \mathbf{K} U_{\varepsilon} d s d \eta\right\| \geqslant \alpha\left\|U_{\varepsilon}\right\| \tag{5}
\end{equation*}
$$

where $\alpha$ is the coercivity constant.
From (4) and (5) we deduce

$$
\begin{equation*}
\|E\|\left\|U_{\varepsilon}\right\| \geqslant \alpha\left\|U_{\varepsilon}\right\|-\|F\| \tag{6}
\end{equation*}
$$

therefore it is obtained:

$$
(\alpha-\|E\|)\left\|U_{\varepsilon}\right\| \leqslant\|F\|,
$$

which proves the first part of the lemma.
Now, for proving the second result, by using (1) and (3), we have

$$
\begin{equation*}
E\left(U_{\varepsilon}-U\right)=-\int_{0}^{t} \int_{\Omega} \mathbf{K}(t, \eta, x, s)\left[U_{\varepsilon}(\eta, s)-U(\eta, s)\right] d s d \eta+\tilde{U}_{1}-E U \tag{7}
\end{equation*}
$$

where $\tilde{U}_{1}(x, t)=\left[u_{1}(x, t), 0\right]^{T}$. By rearranging (7), we can write

$$
\begin{equation*}
\int_{0}^{t} \int_{\Omega} \mathbf{K}(t, \eta, x, s)\left[U_{\varepsilon}(\eta, s)-U(\eta, s)\right] d s d \eta=-E\left(U_{\varepsilon}-U\right)-\varepsilon \tilde{U}_{2} \tag{8}
\end{equation*}
$$

where, by using vectors operations $E U-\tilde{U}_{1}=\varepsilon \tilde{U}_{2}$ is obtained, which $\tilde{U}_{2}=$ $\left[0, u_{2}\right]^{T}$. Taking the norm from the both side of (8) and using the coercivity property imply

$$
\begin{equation*}
\alpha\left\|U_{\varepsilon}-U\right\| \leqslant\left\|E\left(U_{\varepsilon}-U\right)-\varepsilon \tilde{U}_{2}\right\| \leqslant\|E\|\left\|U_{\varepsilon}-U\right\|+\varepsilon\left\|\tilde{U}_{2}\right\| \tag{9}
\end{equation*}
$$

From $\left\|\tilde{U}_{2}\right\|=\left\|u_{2}\right\|$, we deduce that

$$
\begin{equation*}
(\alpha-\|E\|)\left\|U_{\varepsilon}-U\right\| \leqslant \varepsilon\left\|u_{2}\right\| \tag{10}
\end{equation*}
$$

and now from $\|E\|=1+\varepsilon \rightarrow 1$ when $\varepsilon \rightarrow 0$ and $\alpha \gg 1$ then it is concluded that $\left\|U_{\varepsilon}-U\right\| \rightarrow 0$ when $\varepsilon \rightarrow 0$. This completes the proof.

The conditions of existence and uniqueness of solutions related to the VFIEs (3) can be investigated by considering the theorem about existence and uniqueness of solution of the second-kind Volterra-Fredholm integral equation in [3].

Theorem 1. Assume that

1. $F \in C(I \times \Omega)$
2. $\mathbf{K} \in C\left(D \times \Omega^{2}\right)$ where $D=\{(t, \eta), 0 \leq \eta \leq t \leq T\}$.

Then the mixed system (3) possesses a unique solution $U_{\varepsilon} \in C(I \times \Omega)$.

## 4 Numerical treatment

### 4.1 Chebyshev wavelets

Dilations and translations of the "Mother function," or "analyzing wavelet" $\Phi(x)$ define an orthogonal basis, our wavelet basis:

$$
\Phi_{(s, l)}(t)=2^{\frac{-s}{2}} \Phi\left(2^{-s} t-l\right)
$$

the variables $s$ and $l$ are integers that scale and dilate the mother function $\Phi$ to generate wavelets, such as a Daubechies wavelet family. The scale index $s$ indicates wavelet's width, and the location index $l$ gives its position. Notice that the mother functions are rescaled, or "dilated" by powers of two, and translated by integers. What makes wavelet bases especially interesting is the self-similarity caused by the scales and dilations. Once we know about the mother functions, we know everything about the basis. Chebyshev wavelets
$\phi_{(n, m)}=\phi(k, n, m, t)$ have four arguments, $n=1,2, \ldots, 2^{k-1}$, where $k$ can assume any positive integer and $m$ is the degree of Chebyshev polynomials of the first kind. They are defined on the interval $[0,1)$ as

$$
\phi_{(n, m)}(t)= \begin{cases}2^{\frac{k}{2}} \hat{T}_{m}\left(2^{k} t-2 n+1\right), & \frac{n-1}{2^{k-1}} \leq t<\frac{n}{2^{k-1}},  \tag{11}\\ 0, & \text { otherwise },\end{cases}
$$

where

$$
\hat{T}_{m}(t)= \begin{cases}\frac{1}{\sqrt{\pi}}, & m=0 \\ \sqrt{\frac{2}{\pi}} T_{m}(t), & m>0\end{cases}
$$

and $m=0,1, \ldots, M-1, \quad n=1,2, \ldots, 2^{k-1}$. Also $T_{m}(t)$ are Chebyshev polynomials of degree $m$ which are orthogonal with respect to the function $w(t)=\frac{1}{\sqrt{1-t^{2}}}$ on the interval $[-1,1]$. We consider the two-dimensional Chebyshev wavelet $\phi_{\left(n_{1}, m_{1}, n_{2}, m_{2}\right)}(x, y)$ as follows:

$$
\begin{cases}2^{\frac{k_{1}+k_{2}}{2}} \hat{T}_{m_{1}}\left(2^{k_{1}} x-2 n_{1}+1\right) \hat{T}_{m_{2}}\left(2^{k_{2}} y-2 n_{2}+1\right), & \frac{n_{1}-1}{2^{k_{1}-1}} \leq x<\frac{n_{1}}{2^{k_{1}-1}},  \tag{12}\\ 0, & \frac{n_{2}-1}{2^{k_{2}-1}} \leq y<\frac{n_{2}}{2^{k_{2}-1}}, \\ \text { otherwise },\end{cases}
$$

where $m_{1}=0,1, \ldots, M_{1}-1, m_{2}=0,1, \ldots, M_{2}-1, n_{1}=1, \ldots, 2^{k_{1}-1}$, and $n_{2}=1, \ldots, 2^{k_{2}-1}$.

A function $u(x, y) \in L^{2}([0,1) \times[0,1))$ may be expanded as

$$
\begin{equation*}
u(x, y)=\sum_{n_{1}=1}^{\infty} \sum_{m_{1}=0}^{\infty} \sum_{n_{2}=1}^{\infty} \sum_{m_{2}=0}^{\infty} u_{n_{1} m_{1} n_{2} m_{2}} \phi_{\left(n_{1}, m_{1}, n_{2}, m_{2}\right)}(x, y) \tag{13}
\end{equation*}
$$

If the infinite series in equation (13) is truncated, then
$u(x, y) \approx \sum_{n_{1}=1}^{2^{k_{1}-1}} \sum_{m_{1}=0}^{M_{1}-1} \sum_{n_{2}=1}^{2^{k_{2}-1}} \sum_{m_{2}=0}^{M_{2}-1} u_{n_{1} m_{1} n_{2} m_{2}} \phi_{\left(n_{1}, m_{1}, n_{2}, m_{2}\right)}(x, y)=\Phi(x)^{T} U \Phi(y)$.
where $\Phi(x)$ and $\Phi(y)$ are $\left(2^{k_{1}-1}\right) M_{1} \times 1$ and $\left(2^{k_{2}-1}\right) M_{2} \times 1$ matrices, respectively, such that

$$
\begin{aligned}
& \Phi(x)=\left[\phi_{(1,0)}(x), \ldots, \phi_{\left(1, M_{1}-1\right)}(x), \ldots, \phi_{\left(2^{k_{1}-1}, 0\right)}(x), \ldots, \phi_{\left(2^{k_{1}-1}, M_{1}-1\right)}(x)\right]^{T}, \\
& \Phi(y)=\left[\phi_{(1,0)}(y), \ldots, \phi_{\left(1, M_{2}-1\right)}(y), \ldots, \phi_{\left(2^{k_{2}-1}, 0\right)}(y), \ldots, \phi_{\left(2^{k_{2}-1}, M_{2}-1\right)}(y)\right]^{T} .
\end{aligned}
$$

Also $U$ is a $\left(2^{k_{1}-1}\right) M_{1} \times\left(2^{k_{2}-1}\right) M_{2}$ matrix whose elements can be calculated as

$$
u_{n_{1} m_{1} n_{2} m_{2}}=\int_{0}^{1} \int_{0}^{1} \phi_{\left(n_{1}, m_{1}\right)}(x) \phi_{\left(n_{2}, m_{2}\right)}(y) u(x, y) w_{n 1}(x) w_{n 2}(y) d y d x
$$

where $n_{1}=1, \ldots, 2^{k_{1}-1}, m_{1}=0,1, \ldots, M_{1}-1, n_{2}=1, \ldots, 2^{k_{2}-1}, m_{2}=$ $0,1, \ldots, M_{2}-1$ and

$$
w_{n}(t)=\left\{\begin{array}{lc}
w\left(2^{k} t-2 n+1\right), & \frac{n-1}{2^{k-1} \leq t<\frac{n}{2^{k-1}}} \\
0, & \text { otherwise }
\end{array}\right.
$$

Now, consider system (2) with $I=\Omega=[0,1]$ and approximate the solution of this system using (13) as

$$
\begin{gather*}
\hat{u}_{1}(t, x)=\Phi(t)^{T} U_{1} \Phi(x)  \tag{15}\\
\hat{u}_{2, \varepsilon}(t, x)=\Phi(t)^{T} U_{2, \varepsilon} \Phi(x) \tag{16}
\end{gather*}
$$

Also, we approximate the kernels in system (2) respect to two variables $\eta$ and $s$ as follows:

$$
\begin{equation*}
k_{i j}(t, \eta, x, s) \approx \hat{k}_{i j}(t, \eta, x, s)=\Phi(\eta)^{T} K_{i j} \Phi(s) \quad(i, j=1,2) \tag{17}
\end{equation*}
$$

Inserting (15), (16), (17), and the following collocation points

$$
\begin{align*}
t_{i} & =\frac{i}{M_{1} 2^{k_{1}-1}+1}, \quad i=1,2, \ldots, M_{1} 2^{k_{1}-1} \\
x_{j} & =\frac{j}{M_{1} 2^{k_{2}-1}+1}, \quad j=1,2, \ldots, M_{2} 2^{k_{2}-1} \tag{18}
\end{align*}
$$

into system (2), we have the following linear system of algebraic equations for the unknown coefficients $U_{1}$ and $U_{2, \varepsilon}$ :

$$
\left\{\begin{array}{c}
f\left(t_{i}, x_{j}\right)=\Phi\left(t_{i}\right)^{T} U_{1} \Phi\left(x_{j}\right)+\int_{0}^{t_{i}} \int_{0}^{1} \hat{k}_{11}\left(t_{i}, \eta, x_{j}, s\right) \Phi(\eta)^{T} U_{1} \Phi(s) d s d \eta \\
\quad+\int_{0}^{t_{i}} \int_{0}^{1} \hat{k}_{12}\left(t_{i}, \eta, x_{j}, s\right) \Phi(\eta)^{T} U_{2, \varepsilon} \Phi(s) d s d \eta  \tag{19}\\
g\left(t_{i}, x_{j}\right)=\varepsilon \Phi\left(t_{i}\right)^{T} U_{2, \varepsilon} \Phi\left(x_{j}\right)+\int_{0}^{t_{i}} \int_{0}^{1} \hat{k}_{21}\left(t_{i}, \eta, x_{j}, s\right) \Phi(\eta)^{T} U_{1} \Phi(s) d s d \eta \\
\quad+\int_{0}^{t_{i}} \int_{0}^{1} \hat{k}_{22}\left(t_{i}, \eta, x_{j}, s\right) \Phi(\eta)^{T} U_{2, \varepsilon} \Phi(s) d s d \eta \\
i=1,2, \ldots, M_{1} 2^{k_{1}-1}, \quad j=1,2, \ldots, M_{2} 2^{k_{2}-1}
\end{array}\right.
$$

### 4.2 Normalization

In the language of optimization theory, for the linear bounded operator $K$ : $X \rightarrow Y$ and $K x=y$, determine $x_{\varepsilon}$ that minimizes the Tikhonov functional

$$
J_{\varepsilon}(x)=\|K x-y\|^{2}+\varepsilon\|x\|^{2}, \quad \text { for all } x \in X
$$

We can consider the following theorem from [9].
Theorem 2. Let $K: X \rightarrow Y$ be a linear bounded operator between Hilbert spaces and let $\epsilon>0$. Then the Thikhonov functional $J_{\varepsilon}$ has a unique minimum $x_{\varepsilon} \in X$. This minimum $x_{\varepsilon}$ is the unique solution of the normal equation

$$
\varepsilon x_{\varepsilon}+K^{*} K x_{\varepsilon}=K^{*} y
$$

Here, $K^{*}: Y \rightarrow X$ denotes the adjoint of $K$.
By using Theorem 2, system (2) with $I=\Omega=[0,1]$ can be written in the normal form as follows:

$$
\left\{\begin{align*}
f(p, q)= & u_{1}(p, q)
\end{aligned}\right) \quad \int_{0}^{p} \int_{0}^{1} k_{11}(p, \eta, q, s) u_{1}(\eta, s) d s d \eta \quad \begin{aligned}
& \int_{p}^{1} \int_{0}^{1} k_{22}(p, t, q, x) g(t, x) d x d t \\
&+\int_{0}^{p} \int_{0}^{1} k_{12}(p, \eta, q, s) u_{2, \varepsilon}(\eta, s) d s d \eta \\
&= \varepsilon u_{2, \varepsilon}(p, q) \\
&+\int_{p}^{1} \int_{0}^{1} \int_{0}^{t} \int_{0}^{1} k_{22}(p, t, q, x) k_{21}(t, \eta, x, s) u_{1}(\eta, s) d s d \eta d x d t \\
&+\int_{p}^{1} \int_{0}^{1} \int_{0}^{t} \int_{0}^{1} k_{22}(p, t, q, x) k_{22}(t, \eta, x, s) u_{2, \varepsilon}(\eta, s) d s d \eta d x d t \tag{20}
\end{align*}
$$

Now, we can consider the numerical method based on Chebyshev wavelets from the previous subsection for the approximate solution of system (20).

## 5 Convergence analysis

In this section, we investigate the convergence analysis of the proposed Chebyshev wavelet collocation method, using polynomial approximation theory.
Lemma 2. Assume that $u(x, y) \in L^{2}([0,1) \times[0,1))$ can be expanded in the form of series (13) and that $\hat{u}(t, x)$ is the approximation of $u(x, y)$ which is defined by (14). Then $\hat{u}(t, x)$ converges to $u(t, x)$.
Proof. We recall the series $u(t, x)$ from (13) and the truncated series $\hat{u}(t, x)$ from (14), respectively, as follows:

$$
u(x, y)=\sum_{n_{1}=1}^{\infty} \sum_{m_{1}=0}^{\infty} \sum_{n_{2}=1}^{\infty} \sum_{m_{2}=0}^{\infty} u_{n_{1} m_{1} n_{2} m_{2}} \phi_{\left(n_{1}, m_{1}, n_{2}, m_{2}\right)}(x, y)
$$

and

$$
\hat{u}(t, x)=\sum_{n_{1}=1}^{2^{k_{1}-1}} \sum_{m_{1}=0}^{M_{1}-1} \sum_{n_{2}=1}^{2^{k_{2}-1}} \sum_{m_{2}=0}^{M_{2}-1} u_{n_{1} m_{1} n_{2} m_{2}} \phi_{\left(n_{1}, m_{1}, n_{2}, m_{2}\right)}(t, x)
$$

where $m_{1}=0,1, \ldots, M_{1}-1, m_{2}=0,1, \ldots, M_{2}-1, n_{1}=1, \ldots, 2^{k_{1}-1}$, and $n_{2}=1, \ldots, 2^{k_{2}-1}$. The functions $\phi_{\left(n_{1}, m_{1}, n_{2}, m_{2}\right)}(t, x)$ are the Chebyshev wavelet. Let $L^{2}([0,1) \times[0,1))$ be the Hilbert space and let

$$
\phi_{\left(n_{1}, m_{1}, n_{2}, m_{2}\right)}(t, x)=2^{\frac{-\left(n_{1}+n_{2}\right)}{2}} \phi\left(2^{\frac{-n_{1}}{2}} t-m_{1}\right) \phi\left(2^{\frac{-n_{2}}{2}} x-m_{2}\right)
$$

where $\phi_{\left(n_{1}, m_{1}, n_{2}, m_{2}\right)}(t, x)$ form a basis of $L^{2}([0,1) \times[0,1))$ as in (12).
From (13), we consider

$$
u(t, x)=\sum_{m_{1}=0}^{\infty} \sum_{m_{2}=0}^{\infty} u_{1 m_{1} 1 m_{2}} \phi_{\left(1, m_{1}, 1, m_{2}\right)}(t, x)=\sum_{i=0}^{\infty} \sum_{j=0}^{\infty} c_{i j} \phi_{(i, j)}(t, x)
$$

where $c_{i j}=<u(t, x), \phi_{(i, j)}(t, x)>$ for $k_{1}=1, k_{2}=1$ and $<., .>$ represents an inner product. Let us denote $\phi_{(i, j)}(t, x)=\phi(t, x)$ and $\alpha_{i j}=<$ $u(t, x), \phi(t, x)>$.

Define the sequence of partial sums $S_{n, m}, n>m$ of $\left\{\alpha_{i j} \phi\left(t_{i}, x_{j}\right)\right\}$. Let $S_{n_{1}, m_{1}}$ and $S_{n_{2}, m_{2}}$ be arbitrary partial sums with $n_{1}>n_{2}$. We show that $S_{n, m}$ is a Cauchy sequence in a Hilbert space.

Let $S_{n, m}=\sum_{i=0}^{n_{1}} \sum_{j=0}^{n_{2}} \alpha_{i j} \phi\left(t_{i}, x_{j}\right)$. From

$$
<u(t, x), \sum_{i=0}^{n_{1}} \sum_{j=0}^{n_{2}} \alpha_{i j} \phi\left(t_{i}, x_{j}\right)>=\sum_{i=0}^{n_{1}} \sum_{j=0}^{n_{2}}\left|\alpha_{i j}\right|^{2}
$$

we can show that $\left\|S_{n_{1}, n_{2}}-S_{m_{1}, m_{2}}\right\|^{2}=\sum_{i=m_{1}+1}^{n_{1}} \sum_{j=m_{2}+1}^{n_{2}}\left|\alpha_{i j}\right|^{2}$ for $n_{1}>$ $m_{1}, n_{2}>m_{2}$.

We can write

$$
\begin{aligned}
& \left\|\sum_{i=m_{1}+1}^{n_{1}} \sum_{j=m_{2}+1}^{n_{2}} \alpha_{i j} \phi\left(t_{i}, x_{j}\right)\right\|^{2} \\
& \quad=<\sum_{i=m_{1}+1}^{n_{1}} \sum_{j=m_{2}+1}^{n_{2}} \alpha_{i j} \phi\left(t_{i}, x_{j}\right), \sum_{i=m_{1}+1}^{n_{1}} \sum_{j=m_{2}+1}^{n_{2}} \alpha_{i j} \phi\left(t_{i}, x_{j}\right)> \\
& \quad=\sum_{i=m_{1}+1}^{n_{1}} \sum_{j=m_{2}+1}^{n_{2}}\left|\alpha_{i j}\right|^{2}
\end{aligned}
$$

for $n_{1}>m_{1}, n_{2}>m_{2}$. Then it is concluded that

$$
\left\|\sum_{i=m_{1}+1}^{n_{1}} \sum_{j=m_{2}+1}^{n_{2}} \alpha_{i j} \phi\left(t_{i}, x_{j}\right)\right\|^{2}=\sum_{i=m_{1}+1}^{n_{1}} \sum_{j=m_{2}+1}^{n_{2}}\left|\alpha_{i j}\right|^{2}
$$

for $n_{1}>m_{1}, n_{2}>m_{2}$.
Now from Bessel's inequality, we deduce that $\sum_{i=m_{1}+1}^{n_{1}} \sum_{j=m_{2}+1}^{n_{2}}\left|\alpha_{i j}\right|^{2}$ is convergent and therefore $\left\|\sum_{i=m_{1}+1}^{n_{1}} \sum_{j=m_{2}+1}^{n_{2}} \alpha_{i j} \phi\left(t_{i}, x_{j}\right)\right\|^{2} \rightarrow 0$,
that is, $\left\|\sum_{i=m_{1}+1}^{n_{1}} \sum_{j=m_{2}+1}^{n_{2}} \alpha_{i j} \phi\left(t_{i}, x_{j}\right)\right\| \rightarrow 0$ and $\left\{S_{n, m}\right\}$ is a Cauchy sequence thus it converges to a real number like ' $s$ '.
In the continuance, we prove that $u(t, x)=s$.

$$
\begin{aligned}
<s-u(t, x), \phi\left(t_{i}, x_{i}\right)> & =<s, \phi\left(t_{i}, x_{i}\right)>-<u(t, x), \phi\left(t_{i}, x_{i}\right)> \\
& =<\lim _{n \rightarrow \infty} S_{n, m}, \phi\left(t_{i}, x_{i}\right)>-\alpha_{i j} \\
& =\lim _{n \rightarrow \infty}<S_{n, m}, \phi\left(t_{i}, x_{i}\right)>-\alpha_{i j}=\alpha_{i j}-\alpha_{i j}=0
\end{aligned}
$$

then it is concluded that $u(t, x)=s$ or $\sum_{i=0}^{n_{1}} \sum_{j=0}^{n_{2}} \alpha_{i j} \phi\left(t_{i}, x_{j}\right)$ converges to $u(t, x)$, and by induction it is evident that this result is established for any integer numbers of $k_{1}$ and $k_{2}$, so for $k_{1} \rightarrow \infty$ and $k_{2} \rightarrow \infty$. In the other hand, we can consider $\hat{u}(t, x)$ as $S_{n, m}$, which means $\hat{u}(t, x)$ converges to $u(t, x)$ and this completes the proof.

Theorem 3. Consider a function $u(x, y) \in L^{2}([0,1] \times[0,1])$, with bounded forth partial derivations, $\left|\frac{\partial^{4} u(x, y)}{\partial^{2} x \partial^{2} y}\right|<B$. Then the wavelet coefficient, $u_{n_{1} m_{1} n_{2} m_{2}}$ in (14), decay as follows:

$$
\begin{equation*}
\left|u_{n_{1} m_{1} n_{2} m_{2}}\right| \leq \frac{\pi B}{2^{4}\left(n_{1} n_{2}\right)^{5 / 2}\left(m_{1}^{2}-1\right)\left(m_{2}^{2}-1\right)} \tag{21}
\end{equation*}
$$

Proof. From (14) it follows that

$$
\begin{align*}
& u_{n_{1} m_{1} n_{2} m_{2}}=\int_{0}^{1} \int_{0}^{1} u(x, y) \phi_{\left(n_{1}, m_{1}\right)}(x) \phi_{\left(n_{2}, m_{2}\right)}(y) w_{n_{1}}(x) w_{n_{2}}(y) d y d x \\
&=\int_{0}^{1} \phi_{\left(n_{1}, m_{1}\right)}(x) w_{n_{1}}(x)\left(\int_{0}^{1} u(x, y) \phi_{\left(n_{2}, m_{2}\right)}(y) w_{n_{2}}(y) d y\right) d x \\
&=\int_{0}^{1} \phi_{\left(n_{1}, m_{1}\right)}(x) w_{n_{1}}(x)\left(\int_{\left(n_{2}-1\right) / 2^{k_{2}-1}}^{n_{2} / 2^{k_{2}-1}} 2^{k_{2} / 2} u(x, y)\right. \\
& \hat{T}_{m_{2}}\left(2^{k_{2}} y-2 n_{2}+1\right) \\
&\left.w_{n_{2}}\left(2^{k_{2}} y-2 n_{2}+1\right) d y\right) d x \tag{22}
\end{align*}
$$

If $m_{1}, m_{2}>1$, by substituting $2^{k_{2}} y-2 n_{2}+1=\cos \theta$ in (22), it yields

$$
\begin{align*}
& u_{n_{1} m_{1} n_{2} m_{2}}= \frac{1}{2^{k_{2} / 2}} \int_{0}^{1} \phi_{\left(n_{1}, m_{1}\right)}(x) w_{n_{1}}(x)\left[\int_{0}^{\pi} u\left(x, \frac{\cos \theta_{2} n_{2}-1}{2^{k_{2}}}\right) \sqrt{\frac{2}{\pi}} \cos m_{2} \theta d \theta\right] \\
&= \frac{\sqrt{2}}{2^{k_{2} / 2} \sqrt{\pi}} \int_{0}^{1} \phi_{\left(n_{1}, m_{1}\right)}(x) w_{n_{1}}(x)\left[\left.u\left(x, \frac{\cos \theta+2 n_{2}-1}{2^{k_{2}}}\right)\left(\frac{\sin m_{2} \theta}{m_{2}}\right)\right|_{0} ^{\pi}\right. \\
&+\frac{\sqrt{2}}{2^{3 k_{2} / 2} m_{2} \sqrt{\pi}} \\
&=\left.\frac{1}{2^{3 k_{2} / 2} m_{2} \sqrt{2 \pi}} \int_{0}^{\pi} \frac{\partial u\left(x,\left(\cos \theta_{2} n_{2}-1\right) / 2^{k_{2}}\right)}{\partial y} \sin m_{2} \theta \sin \theta d \theta\right] d x \\
& \phi_{\left(n_{1}, m_{1}\right)}(x) w_{k_{1}}(x)\left[\int_{0}^{\pi} \frac{\partial u\left(x,\left(\cos \theta_{2} n_{2}-1\right) / 2^{k_{2}}\right)}{\partial y}\right. \\
&+\frac{1}{2^{5 k_{2} / 2} m_{2} \sqrt{2 \pi}} \int_{0}^{\pi} \frac{\partial^{2} u\left(x,\left.\left(\frac{\sin \left(m_{2}-1\right) \theta}{m_{2}-1}-\frac{\sin \left(m_{2}+1\right) \theta}{m_{2}+1}\right)\right|_{0} ^{\pi}\right.}{\partial^{2} y} \tag{23}
\end{align*}
$$

where

$$
h_{m}(\theta)=\sin \theta\left(\frac{\sin \left(m_{2}-1\right) \theta}{m_{2}-1}-\frac{\sin \left(m_{2}+1\right) \theta}{m_{2}+1}\right)
$$

Then, we obtain

$$
\begin{align*}
u_{n_{1} m_{1} n_{2} m_{2}}=\frac{1}{2^{5 k_{2} / 2} m_{2} \sqrt{2 \pi}} \int_{0}^{\pi}[ & \int_{0}^{1} \frac{\partial^{2} u\left(x,\left(\cos \theta+2 n_{2}-1\right) / 2^{k_{2}}\right)}{\partial^{2} y}  \tag{24}\\
& \left.\phi_{\left(n_{1}, m_{1}\right)}(x) w_{k_{1}}(x) d x\right] h_{m_{2}}(\theta) d \theta
\end{align*}
$$

Now, similar to the discussion in (23), by substituting $2^{k_{1}} y-2 n_{1}+1=\cos \alpha$ in (24), it yields

$$
\begin{aligned}
& u_{n_{1} m_{1} n_{2} m_{2}} \\
& =\frac{1}{2^{5\left(k_{1}+k_{2}\right) / 2} m_{1} m_{2}(2 \pi)} \\
& \quad \times \int_{0}^{\pi} \int_{0}^{\pi} \frac{\partial^{4} u\left(\left(\cos \alpha+2 n_{1}-1\right) / 2^{k_{1}},\left(\cos \theta+2 n_{2}-1\right) / 2^{k_{2}}\right)}{\partial^{2} x \partial^{2} y} h_{m_{1}}(\alpha) h_{m_{2}}(\theta) d \alpha d \theta
\end{aligned}
$$

Thus we have

$$
\begin{align*}
& \left|u_{n_{1} m_{1} n_{2} m_{2}}\right| \\
& \quad=\frac{1}{2^{5\left(k_{1}+k_{2}\right) / 2} m_{1} m_{2}(2 \pi)} \\
& \quad\left|\int_{0}^{\pi} \int_{0}^{\pi} \frac{\partial^{4} u\left(\left(\cos \alpha+2 n_{1}-1\right) / 2^{k_{1}},\left(\cos \theta+2 n_{2}-1\right) / 2^{k_{2}}\right)}{\partial^{2} x \partial^{2} y} h_{m_{1}}(\alpha) h_{m_{2}}(\theta) d \alpha d \theta\right| \\
& \quad \leq \frac{B}{2^{5\left(k_{1}+k_{2}\right) / 2} m_{1} m_{2}(2 \pi)} \int_{0}^{\pi}\left|h_{m_{1}}(\alpha)\right| d \alpha \int_{0}^{\pi}\left|h_{m_{2}}(\theta)\right| d \theta \tag{25}
\end{align*}
$$

However

$$
\begin{align*}
\int_{0}^{\pi}\left|h_{m_{2}}(\theta)\right| d \theta & =\int_{0}^{\pi}\left|\sin \theta\left(\frac{\sin \left(m_{2}-1\right) \theta}{m_{2}-1}-\frac{\sin \left(m_{2}+1\right) \theta}{m_{2}+1}\right)\right| d \theta \\
& \leq \int_{0}^{\pi}\left|\frac{\sin \theta \sin \left(m_{2}-1\right) \theta}{m_{2}-1}\right|+\left|\frac{\sin \theta \sin \left(m_{2}+1\right) \theta}{m_{2}+1}\right|  \tag{26}\\
& \leq \frac{2 m_{2} \pi}{\left(m_{2}^{2}-1\right)}
\end{align*}
$$

and similarly, it is obtained

$$
\begin{equation*}
\int_{0}^{\pi}\left|h_{m_{1}}(\alpha)\right| d \alpha \leq \frac{2 m_{1} \pi}{\left(m_{1}^{2}-1\right)} \tag{27}
\end{equation*}
$$

Since $n_{1} \leq 2^{k_{1}-1}$ and $n_{2} \leq 2^{k_{2}-1}$, by substituting (26) and (27) in (25), the desired result is obtained as follows:

$$
\left|u_{n_{1} m_{1} n_{2} m_{2}}\right| \leq \frac{2 \pi B}{2^{5\left(k_{1}+k_{2}\right) / 2}\left(m_{1}^{2}-1\right)\left(m_{2}^{2}-1\right)}
$$

Theorem 4. Let $u(x, y) \in L^{2}([0,1] \times[0,1])$, with bounded forth partial derivations, $\left|\frac{\partial^{4} u(x, y)}{\partial^{2} x \partial^{2} y}\right|<B$; then the error bound would be obtained as follows:

$$
\begin{equation*}
\sigma_{k_{1}, M_{1}, k_{2}, M_{2}}=O\left(2^{-\frac{5}{2}\left(k_{1}+k_{2}\right)}\right), \tag{28}
\end{equation*}
$$

where

$$
\begin{gathered}
\sigma_{k_{1}, M_{1}, k_{2}, M_{2}} \\
=\left(\int_{0}^{1} \int_{0}^{1}\left[u(x, y)-\sum_{n_{1}=1}^{2^{k_{1}-1}} \sum_{m_{1}=0}^{M_{1}-1} \sum_{n_{2}=1}^{2^{k_{2}-1}} \sum_{M_{2}=0}^{M_{2}-1} u_{n_{1} m_{1} n_{2} m_{2}} \phi_{\left(n_{1}, m_{1}\right)}(x) \phi_{\left(n_{2}, m_{2}\right)}(y)\right]^{2}\right. \\
\left.w_{n_{1}}(x) w_{n_{2}}(y) d x d y\right)^{\frac{1}{2}} .
\end{gathered}
$$

Proof. From the error statement, we have

$$
\begin{aligned}
& \sigma_{k_{1}, M_{1}, k_{2}, M_{2}}^{2} \\
& =\int_{0}^{1} \int_{0}^{1}\left[u(x, y)-\sum_{n_{1}=1}^{2^{k_{1}-1}} \sum_{m_{1}=0}^{M_{1}-1} \sum_{n_{2}=1}^{2^{k_{2}-1}} \sum_{M_{2}=0}^{M_{2}-1} u_{n_{1} m_{1} n_{2} m_{2}} \phi_{\left(n_{1}, m_{1}\right)}(x) \phi_{\left(n_{2}, m_{2}\right)}(y)\right]^{2} \\
& w_{n_{1}}(x) w_{n_{2}}(y) d x d y \\
& =\int_{0}^{1} \int_{0}^{1}\left[\sum_{n_{1}=1}^{\infty} \sum_{m_{1}=0}^{\infty} \sum_{n_{2}=1}^{\infty} \sum_{M_{2}=0}^{\infty} u_{n_{1} m_{1} n_{2} m_{2}} \phi_{\left(n_{1}, m_{1}\right)}(x) \phi_{\left(n_{2}, m_{2}\right)}(y)\right. \\
& \left.-\sum_{n_{1}=1}^{2^{k_{1}-1}} \sum_{m_{1}=0}^{M_{1}-1} \sum_{n_{2}=1}^{2^{k_{2}-1}} \sum_{m_{2}=0}^{M_{2}-1} u_{n_{1} m_{1} n_{2} m_{2}} \phi_{\left(n_{1}, m_{1}\right)}(x) \phi_{\left(n_{2}, m_{2}\right)}(y)\right]^{2} w_{n_{1}}(x) w_{n_{2}}(y) d x d y \\
& =\int_{0}^{1} \int_{0}^{1} \sum_{n_{1}=2^{k_{1}}}^{\infty} \sum_{m_{1}=M_{1}}^{\infty} \sum_{n_{2}=2^{k_{2}}}^{\infty} \sum_{m_{2}=M_{2}}^{\infty} u_{n_{1} m_{1} n_{2} m_{2}}^{2}\left(\phi_{\left(n_{1}, m_{1}\right)}(x)\right)^{2}\left(\phi_{\left(n_{2}, m_{2}\right)}(y)\right)^{2} \\
& w_{n_{1}}(x) w_{n_{2}}(y) d x d y \\
& =\sum_{n_{1}=2^{k_{1}}}^{\infty} \sum_{m_{1}=M_{1}}^{\infty} \sum_{n_{2}=2^{k_{2}}}^{\infty} \sum_{m_{2}=M_{2}}^{\infty} u_{n_{1} m_{1} n_{2} m_{2}}^{2} \int_{0}^{1} \int_{0}^{1}\left(\phi_{\left(n_{1}, m_{1}\right)}(x)\right)^{2}\left(\phi_{\left(n_{2}, m_{2}\right)}(y)\right)^{2}
\end{aligned}
$$

$$
\begin{aligned}
& w_{n_{1}}(x) w_{n_{2}}(y) d x d y \\
& =\sum_{n_{1}=2^{k_{1}}}^{\infty} \sum_{m_{1}=M_{1}}^{\infty} \sum_{n_{2}=2^{k_{2}}}^{\infty} \sum_{m_{2}=M_{2}}^{\infty} u_{n_{1} m_{1} n_{2} m_{2}}^{2} \int_{\frac{n_{1}-1}{2^{k_{1}-1}}}^{\frac{n_{1}}{2^{k_{1}-1}}} \frac{\left[2^{\frac{k_{1}}{2}} \hat{T}_{m_{1}}\left(2^{k_{1}} x-2 n_{1}+1\right)\right]^{2}}{\sqrt{1-\left(2^{k_{1}} x-2 n_{1}+1\right)^{2}}} d x \\
& \times \int_{\frac{n_{2}-1}{2^{k_{2}-1}}}^{\frac{n_{2}}{2^{k_{2}-1}}} \frac{\left[2^{\frac{k_{2}}{2}} \hat{T}_{m_{2}}\left(2^{k_{2}} y-2 n_{2}+1\right)\right]^{2}}{\sqrt{1-\left(2^{k_{2}} x-2 n_{2}+1\right)^{2}}} d y \\
& =\sum_{n_{1}=2^{k_{1}}}^{\infty} \sum_{m_{1}=M_{1}}^{\infty} \sum_{n_{2}=2^{k_{2}}}^{\infty} \sum_{m_{2}=M_{2}}^{\infty} u_{n_{1} m_{1} n_{2} m_{2}}^{2} 2^{k_{1}+k_{2}} \int_{\frac{n_{1}-1}{2^{k_{1}-1}}}^{\frac{n_{1}}{2^{k_{1}-1}}} \frac{\left[\hat{T}_{m_{1}}\left(2^{k_{1}} x-2 n_{1}+1\right)\right]^{2}}{\sqrt{1-\left(2^{k_{1}} x-2 n_{1}+1\right)^{2}}} d x \\
& \times \int_{\frac{n_{2}-1}{2^{k_{2}-1}}}^{\frac{n_{2}}{2^{k_{2}-1}}} \frac{\left[\hat{T}_{m_{2}}\left(2^{k_{2}} y-2 n_{2}+1\right)\right]^{2}}{\sqrt{1-\left(2^{k_{2}} x-2 n_{2}+1\right)^{2}}} d y .
\end{aligned}
$$

Now, let $2^{k_{1}} y-2 n_{1}+1=t_{1}$ and $2^{k_{2}} y-2 n_{2}+1=t_{2}$, then it is obtained

$$
\begin{align*}
\operatorname{sigma} a_{k_{1}, M_{1}, k_{2}, M_{2}}^{2}= & \sum_{n_{1}=2^{k_{1}}}^{\infty} \sum_{m_{1}=M_{1}}^{\infty} \sum_{n_{2}=2^{k_{2}}}^{\infty} \sum_{m_{2}=M_{2}}^{\infty} u_{n_{1} m_{1} n_{2} m_{2}}^{2} \int_{-1}^{1} \frac{\hat{T}_{m_{1}}\left(t_{1}\right)}{\sqrt{1-t_{1}^{2}}} d t_{1} \\
& \int_{-1}^{1} \frac{\hat{T}_{m_{2}}\left(t_{2}\right)}{\sqrt{1-t_{2}^{2}}} d t_{2} \tag{29}
\end{align*}
$$

For $m_{1} \geq 1, m_{2} \geq 1$, we have

$$
\int_{-1}^{1} \frac{\hat{T}_{m_{1}}\left(t_{1}\right)}{\sqrt{1-t_{1}^{2}}} d t_{1}=\frac{\pi}{2}, \quad \int_{-1}^{1} \frac{\hat{T}_{m_{2}}\left(t_{2}\right)}{\sqrt{1-t_{2}^{2}}} d t_{2}=\frac{\pi}{2}
$$

then (29) simplifies as follows:

$$
\begin{equation*}
\sigma_{k_{1}, M_{1}, k_{2}, M_{2}}^{2}=\frac{\pi^{2}}{4} \sum_{n_{1}=2^{k_{1}}}^{\infty} \sum_{m_{1}=M_{1}}^{\infty} \sum_{n_{2}=2^{k_{2}}}^{\infty} \sum_{m_{2}=M_{2}}^{\infty} u_{n_{1} m_{1} n_{2} m_{2}}^{2} \tag{30}
\end{equation*}
$$

Therefore from (21) and (30), we can conclude the desired result as follows:

$$
\begin{equation*}
\sigma_{k_{1}, M_{1}, k_{2}, M_{2}}^{2} \leq \frac{\pi^{4} B}{2^{10}} \sum_{n_{1}=2^{k_{1}}}^{\infty} \sum_{m_{1}=M_{1}}^{\infty} \sum_{n_{2}=2^{k_{2}}}^{\infty} \sum_{m_{2}=M_{2}}^{\infty} \frac{1}{\left(n_{1} n_{2}\right)^{5}\left(m_{1}^{2}-1\right)^{2}\left(m_{2}^{2}-1\right)^{2}} \tag{31}
\end{equation*}
$$

Also

$$
\begin{equation*}
\sum_{n_{1}=2^{k_{1}}}^{\infty} \frac{1}{\left(n_{1}\right)^{5}}=\frac{1}{\left(2^{k_{1}}\right)^{5}}+\frac{1}{\left(2^{k_{1}}+1\right)^{5}} \ldots=\frac{1}{\left(2^{k_{1}}\right)^{5}} \sum_{n=0}^{\infty} \frac{1}{\left(1+\frac{n}{2^{k_{1}}}\right)^{5}} \tag{32}
\end{equation*}
$$

From (31) and (32), we conclude that

$$
\sigma_{k_{1}, M_{1}, k_{2}, M_{2}}=O\left(2^{-\frac{5}{2}\left(k_{1}+k_{2}\right)}\right)
$$

Theorem 5. Let us consider $M=\max \|\mathbf{K}(t, \eta, x, s)\|$, for $\eta, t \in I=$ $[0,1], s, x \in \Omega=[0,1]$. Assume that $U_{\varepsilon}(t, x)$ is the exact solution of system (3) and that $\hat{U}_{\varepsilon}(t, x)$ denotes the Chebyshev wavelet approximation for the exact solution $U$ which is given by (15) and (16). Then $\hat{U}_{\varepsilon}(t, x)$ converges to $U_{\varepsilon}(t, x)$ and the following result can be obtained

$$
\left\|U_{\varepsilon}-\hat{U}_{\varepsilon}\right\|=O\left(2^{-\frac{5}{2}\left(k_{1}+k_{2}\right)}\right)
$$

Proof. According to the proposed method in previous section, we consider (15), (16), and (17) and insert $\hat{U}_{\varepsilon}(t, x)$ and $\hat{\mathbf{K}}(t, \eta, x, s)$ as approximations of the exact solution $U$ and kernel $\mathbf{K}$ into system (3)

$$
\begin{equation*}
F(t, x)=E U_{\varepsilon}(t, x)+\int_{0}^{t} \int_{0}^{1} \hat{\mathbf{K}}(t, \eta, x, s) U_{\varepsilon}(\eta, s) d s d \eta \tag{33}
\end{equation*}
$$

Subtracting (3) from (33) and some manipulations, we get

$$
\begin{aligned}
\|E\|\left\|U_{\varepsilon}-\hat{U}_{\varepsilon}\right\| \leqslant & \left\|\int_{0}^{t} \int_{0}^{1}(\mathbf{K}(t, \eta, x, s)-\hat{\mathbf{K}}(t, \eta, x, s)) U_{\varepsilon}(\eta, s) d s d \eta\right\| \\
& +\left\|\int_{0}^{t} \int_{0}^{1} \hat{\mathbf{K}}(t, \eta, x, s)\left(U_{\varepsilon}(\eta, s)-\hat{U}_{\varepsilon}(\eta, s)\right) d s d \eta\right\| .
\end{aligned}
$$

From $\|E\| \geq 1$ it is obtained

$$
\begin{equation*}
\left\|U_{\varepsilon}-\hat{U}_{\varepsilon}\right\| \leqslant\|\mathbf{K}-\hat{\mathbf{K}}\|\left\|U_{\varepsilon}\right\|+M\left\|U_{\varepsilon}-\hat{U}_{\varepsilon}\right\| \tag{34}
\end{equation*}
$$

Relation (34) together with Lemma 2, shows the convergence of the exact solution to the approximate solution. Considering Theorem 4, we have

$$
\begin{equation*}
\|\mathbf{K}-\hat{\mathbf{K}}\|=O\left(2^{-\frac{5}{2}\left(k_{1}+k_{2}\right)}\right) \tag{35}
\end{equation*}
$$

From (34) and (35), we conclude that

$$
\left\|U_{\varepsilon}-\hat{U}_{\varepsilon}\right\|=O\left(2^{-\frac{5}{2}\left(k_{1}+k_{2}\right)}\right)
$$

## 6 Numerical examples

To demonstrate the efficiency and the practicability of the proposed method, we consider the following two examples. All results are computed by using a program written in the Mathematica ${ }^{\circledR}$.

Example 1. Consider the following TIAEs:

$$
\begin{equation*}
\int_{0}^{t} \int_{0}^{1} 100 t(t+x) u(\eta, s) d s d \eta=\frac{25}{3} t^{2}(3+4 t)(t+x), \quad t \in[0,1] \tag{36}
\end{equation*}
$$

where the exact solution is $u(t, x)=t+x$.
Considering regularization techniques and (3) for (36), we have

$$
\begin{equation*}
\varepsilon u_{\varepsilon}(t, x)+\int_{0}^{t} \int_{0}^{1} 100 t(t+x) u(\eta, s) d s d \eta=\frac{25}{3} t^{2}(3+4 t)(t+x) \tag{37}
\end{equation*}
$$

We assume that $\hat{u}_{\varepsilon}(t, x)$ is the approximation of the exact solution $u_{\varepsilon}(t, x)$ which is defined by (15). For analyzing the behavior of the error representations, we consider absolute error as

$$
\text { Error }=\left|u\left(t_{i}, x_{j}\right)-\hat{u}_{\varepsilon}\left(t_{i}, x_{j}\right)\right| .
$$

The Chebyshev wavelet method described in Section 4 has been implemented for problem (37) with $M_{1}=M_{2}=3, k_{1}=k_{2}=2$ and the error for different values of $\varepsilon$ has been reported in Table 1, which confirms the theoretical results of Lemma 1. Figure 1 presents the plots of exact and approximate solution with $\varepsilon=0.000001$, which are found to be in good agreement.

From subsection 4.2, we consider the normal form of equation (36) as follows:

$$
\begin{align*}
\varepsilon u_{\varepsilon}(p, q) & +\int_{p}^{1} \int_{0}^{1} \int_{0}^{t} \int_{0}^{1} 10000 p t(p+q)(t+x) u_{\varepsilon}(\eta, s) d s d \eta d x d t \\
& =\int_{p}^{1} \int_{0}^{1} \frac{2500}{3} p(p+q) t^{2}(3+4 t)(t+x) d x d t, \quad p \in[0,1] \tag{38}
\end{align*}
$$

and then solve this equation by the Chebyshev wavelet method with $M_{1}=$ $M_{2}=3$ and $k_{1}=k_{2}=2$. We report the error for different values of $\varepsilon$ in Table 2. From numerical results in Tables 1 and 2, we observe that the results in Table 2 are more accurate than the reported results in Table 1.

Example 2. Consider the following:

$$
\begin{equation*}
A u(t, x)+\int_{0}^{t} \int_{0}^{1} K(t, \eta, x, s) u(\eta, s) d s d \eta=f(t, x), \quad t \in[0,1] \tag{39}
\end{equation*}
$$

Table 1: Absolute errors of $u_{\varepsilon}$ for different values of $\varepsilon$ in Example 1

| $\left(t_{i}, x_{j}\right)$ | $\begin{gathered} \hline \text { Error } \\ \hline \varepsilon=0.01 \end{gathered}$ | $\begin{gathered} \text { Error } \\ \hline \varepsilon=0.001 \end{gathered}$ | $\begin{gathered} \hline \text { Error } \\ \hline \varepsilon=0.000001 \end{gathered}$ |
| :---: | :---: | :---: | :---: |
| $(0.1,0.1)$ | $3.62 \times 10^{-3}$ | $3.64 \times 10^{-4}$ | $3.65 \times 10^{-7}$ |
| $(0.2,0.2)$ | $1.62 \times 10^{-4}$ | $1.45 \times 10^{-5}$ | $1.40 \times 10^{-8}$ |
| $(0.3,0.3)$ | $1.37 \times 10^{-3}$ | $1.39 \times 10^{-4}$ | $1.39 \times 10^{-7}$ |
| $(0.4,0.4)$ | $1.32 \times 10^{-3}$ | $1.35 \times 10^{-4}$ | $1.37 \times 10^{-7}$ |
| $(0.5,0.5)$ | $9.09 \times 10^{-3}$ | $9.29 \times 10^{-4}$ | $9.32 \times 10^{-7}$ |
| $(0.6,0.6)$ | $1.71 \times 10^{-3}$ | $1.74 \times 10^{-4}$ | $1.72 \times 10^{-7}$ |
| $(0.7,0.7)$ | $1.69 \times 10^{-3}$ | $1.73 \times 10^{-4}$ | $1.70 \times 10^{-7}$ |
| $(0.8,0.8)$ | $4.19 \times 10^{-5}$ | $9.27 \times 10^{-7}$ | $1.87 \times 10^{-9}$ |
| $(0.9,0.9)$ | $7.42 \times 10^{-3}$ | $8.20 \times 10^{-4}$ | $8.20 \times 10^{-7}$ |

Table 2: Absolute errors of $u_{\varepsilon}$ for different values of $\varepsilon$ for normal equation in Example 1

| $\left(t_{i}, x_{j}\right)$ | $\begin{gathered} \text { Error } \\ \hline \varepsilon=0.01 \end{gathered}$ | $\begin{gathered} \text { Error } \\ \hline \varepsilon=0.001 \end{gathered}$ | $\begin{gathered} \text { Error } \\ \varepsilon=0.000001 \end{gathered}$ |
| :---: | :---: | :---: | :---: |
| $(0.1,0.1)$ | $6.18 \times 10^{-6}$ | $6.11 \times 10^{-6}$ | $1.95 \times 10^{-7}$ |
| (0.2, 0.2) | $6.84 \times 10^{-6}$ | $6.26 \times 10^{-6}$ | $5.22 \times 10^{-8}$ |
| $(0.3,0.3)$ | $3.79 \times 10^{-6}$ | $3.83 \times 10^{-7}$ | $8.93 \times 10^{-8}$ |
| $(0.4,0.4)$ | $2.43 \times 10^{-5}$ | $2.43 \times 10^{-6}$ | $5.70 \times 10^{-8}$ |
| $(0.5,0.5)$ | $2.06 \times 10^{-5}$ | $2.06 \times 10^{-6}$ | $6.66 \times 10^{-7}$ |
| $(0.6,0.6)$ | $2.14 \times 10^{-5}$ | $2.14 \times 10^{-6}$ | $2.42 \times 10^{-7}$ |
| (0.7, 0.7) | $7.78 \times 10^{-6}$ | $7.78 \times 10^{-7}$ | $1.67 \times 10^{-7}$ |
| $(0.8,0.8)$ | $2.25 \times 10^{-5}$ | $2.25 \times 10^{-6}$ | $2.41 \times 10^{-8}$ |
| $(0.9,0.9)$ | $7.18 \times 10^{-5}$ | $7.18 \times 10^{-6}$ | $3.13 \times 10^{-7}$ |

where

$$
\begin{aligned}
A & =\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right], \quad K(t, \eta, x, s)=\left[\begin{array}{cc}
\eta^{2}\left(s^{2}+t^{2}+1\right) & (s+t) \\
\eta s^{2}+\eta+\eta t^{2} & 200 s+200 t
\end{array}\right], \\
u(t, x) & =\left(u_{1}(t, x), u_{2}(t, x)\right)^{T}, \quad f(t, x)=\left(f_{1}(t, x), f_{2}(t, x)\right)^{T},
\end{aligned}
$$

and $f_{1}$ and $f_{2}$ are such that the exact solution is

$$
u_{1}(t, x)=t^{2}+x^{2}+1, \quad u_{2}(t, x)=t+x
$$

We apply the regularization method to convert the mixed system (39) to the system of the second kind integral equations. Then, the resulting second kind integral equation will be solved by the proposed numerical scheme in section 4 with $M_{1}=M_{2}=3$ and $k_{1}=k_{2}=2$. Let $\left(\hat{u}_{1}, \hat{u}_{2, \varepsilon}\right)$ be the approximation of the exact solution $\left(u_{1}, u_{2, \varepsilon}\right)$ which are defined by (15) and (16). Numerical errors with several values of $\varepsilon$ are displayed in Tables 3 and 4.


Figure 1: The plots of exact solution $u$ and approximate solution of $u$ with $\varepsilon=0.000001$ in Example 1.

Similar to Example 2, we transform system (39) into the normal form of system (20) and then solve the normal system by Chebyshev wavelet method with $M_{1}=M_{2}=3$ and $k_{1}=k_{2}=2$. The error for different values of $\varepsilon$ is

Table 3: Absolute errors of $u_{1}$ for different values of $\varepsilon$ in Example 2

| $\left(x_{i}, y_{j}\right)$ | $\begin{gathered} \text { Error } \\ \hline \varepsilon=0.01 \end{gathered}$ | $\begin{gathered} \text { Error } \\ \hline \varepsilon=0.001 \end{gathered}$ | $\begin{gathered} \text { Error } \\ \varepsilon=0.000001 \end{gathered}$ |
| :---: | :---: | :---: | :---: |
| $(0.1,0.1)$ | $1.00 \times 10^{-5}$ | $1.00 \times 10^{-6}$ | $1.00 \times 10^{-9}$ |
| $(0.2,0.2)$ | $2.00 \times 10^{-5}$ | $2.00 \times 10^{-6}$ | $2.00 \times 10^{-9}$ |
| $(0.3,0.3)$ | $3.03 \times 10^{-5}$ | $3.03 \times 10^{-6}$ | $3.03 \times 10^{-9}$ |
| $(0.4,0.4)$ | $4.11 \times 10^{-5}$ | $4.11 \times 10^{-6}$ | $4.11 \times 10^{-9}$ |
| $(0.5,0.5)$ | $5.44 \times 10^{-5}$ | $5.44 \times 10^{-6}$ | $5.44 \times 10^{-9}$ |
| $(0.6,0.6)$ | $6.58 \times 10^{-5}$ | $6.58 \times 10^{-6}$ | $6.58 \times 10^{-9}$ |
| $(0.7,0.7)$ | $8.25 \times 10^{-5}$ | $8.25 \times 10^{-6}$ | $8.25 \times 10^{-9}$ |
| $(0.8,0.8)$ | $1.05 \times 10^{-4}$ | $1.05 \times 10^{-5}$ | $1.05 \times 10^{-8}$ |
| $(0.9,0.9)$ | $1.34 \times 10^{-4}$ | $1.34 \times 10^{-5}$ | $1.34 \times 10^{-8}$ |

Table 4: Absolute errors of $u_{2, \varepsilon}$ for different values of $\varepsilon$ in Example 2

| $\left(x_{i}, y_{j}\right)$ | $\begin{gathered} \text { Error } \\ \varepsilon=0.01 \end{gathered}$ | $\begin{gathered} \text { Error } \\ \varepsilon=0.001 \end{gathered}$ | $\begin{gathered} \text { Error } \\ \varepsilon=0.000001 \end{gathered}$ |
| :---: | :---: | :---: | :---: |
| $(0.1,0.1)$ | $1.07 \times 10^{-3}$ | $1.83 \times 10^{-4}$ | $8.51 \times 10^{-6}$ |
| $(0.2,0.2)$ | $1.58 \times 10^{-4}$ | $2.84 \times 10^{-5}$ | $1.86 \times 10^{-5}$ |
| $(0.3,0.3)$ | $2.39 \times 10^{-4}$ | $2.36 \times 10^{-5}$ | $1.78 \times 10^{-5}$ |
| $(0.4,0.4)$ | $4.63 \times 10^{-4}$ | $2.48 \times 10^{-5}$ | $2.37 \times 10^{-6}$ |
| $(0.5,0.5)$ | $3.84 \times 10^{-3}$ | $8.20 \times 10^{-4}$ | $4.82 \times 10^{-5}$ |
| $(0.6,0.6)$ | $1.66 \times 10^{-3}$ | $1.12 \times 10^{-4}$ | $1.06 \times 10^{-4}$ |
| $(0.7,0.7)$ | $1.22 \times 10^{-3}$ | $1.80 \times 10^{-4}$ | $1.77 \times 10^{-4}$ |
| $(0.8,0.8)$ | $2.85 \times 10^{-3}$ | $2.81 \times 10^{-4}$ | $1.80 \times 10^{-4}$ |
| $(0.9,0.9)$ | $6.69 \times 10^{-3}$ | $3.88 \times 10^{-4}$ | $3.56 \times 10^{-4}$ |



Figure 2: The plots of exact solution $u_{1}$ and approximate solution of $u_{1}$ with $\varepsilon=0.000001$ in Example 2.

Table 5: Absolute errors of $u_{1}$ for different values of $\varepsilon$ for normal equation in Example 2

|  | Error |  | Error |  |
| :---: | :---: | :---: | :---: | :---: |
| $\left(x_{i}, y_{j}\right)$ | $\varepsilon=0.01$ |  | $\varepsilon=0.001$ |  |

reported in Tables 5 and 6 . Comparing displayed errors in the Tables 3, 4


Figure 3: The plots of exact solution $u_{2}$ and approximate solution of $u_{2}$ with $\varepsilon=0.000001$ in Example 2.
and 5,6 , we observe that the results in Tables 5 and 6 are more accurate than the reported results in Tables 3 and 4. This is predicted by the theory, in particular by Theorem 2. Figures 2 and 3 present the plots of exact and approximate solution with $\varepsilon=0.000001$.

### 6.1 Haar wavelet method

In literature, several wavelets with different properties have been derived and depending upon the applications, different wavelet families are used. The Cheybyshev wavelets method is found to be simple, efficient, accurate, and computationally attractive for solving linear and non-linear problems. The properties of Chebyshev wavelets make the wavelet coefficient matrices sparse which eventually leads to the sparsity of the coefficients matrix of the obtained system. The Haar wavelet is also the simplest possible wavelet. The technical disadvantage of the Haar wavelet is that it is not continuous, and therefore not differentiable. This property can, however, be an advantage for the analysis of signals with sudden transitions, such as monitoring of tool failure in machines. For comparison, we consider the Haar wavelet method to solve Example 1. The Haar wavelet family is

Table 6: Absolute errors of $u_{2, \varepsilon}$ for different values of $\varepsilon$ for normal equation in Example 2

| $\left(x_{i}, y_{j}\right)$ | $\begin{gathered} \text { Error } \\ \varepsilon=0.01 \end{gathered}$ | $\begin{gathered} \text { Error } \\ \hline \varepsilon=0.001 \end{gathered}$ | $\begin{gathered} \text { Error } \\ \varepsilon=0.000001 \end{gathered}$ |
| :---: | :---: | :---: | :---: |
| $(0.1,0.1)$ | $1.25 \times 10^{-7}$ | $1.00 \times 10^{-8}$ | $2.19 \times 10^{-7}$ |
| $(0.2,0.2)$ | $9.92 \times 10^{-7}$ | $9.83 \times 10^{-8}$ | $8.59 \times 10^{-8}$ |
| $(0.3,0.3)$ | $9.58 \times 10^{-8}$ | $1.05 \times 10^{-8}$ | $9.59 \times 10^{-8}$ |
| $(0.4,0.4)$ | $3.64 \times 10^{-6}$ | $3.64 \times 10^{-7}$ | $5.67 \times 10^{-9}$ |
| $(0.5,0.5)$ | $5.75 \times 10^{-6}$ | $5.67 \times 10^{-7}$ | $2.19 \times 10^{-7}$ |
| $(0.6,0.6)$ | $4.75 \times 10^{-6}$ | $4.73 \times 10^{-7}$ | $4.37 \times 10^{-7}$ |
| $(0.7,0.7)$ | $1.18 \times 10^{-6}$ | $1.17 \times 10^{-7}$ | $1.52 \times 10^{-7}$ |
| $(0.8,0.8)$ | $5.24 \times 10^{-6}$ | $5.24 \times 10^{-7}$ | $7.34 \times 10^{-8}$ |
| $(0.9,0.9)$ | $1.48 \times 10^{-5}$ | $1.48 \times 10^{-6}$ | $1.39 \times 10^{-7}$ |

$$
h_{i}(t)= \begin{cases}1, & t \in\left[\tau_{1}, \tau_{2}\right] \\ -1, & t \in\left[\tau_{2}, \tau_{3}\right] \\ 0, & \text { elsewhere }\end{cases}
$$

where

$$
\tau_{1}=\frac{k}{m}, \quad \tau_{2}=\frac{k+\frac{1}{2}}{m}, \quad \tau_{3}=\frac{k+1}{m} .
$$

The integer $m=2^{j}, j=0,1, \ldots, p$ and $k=0,1, \ldots, m-1$ are the level of the wavelet and translation parameter, respectively. The index $i$ is calculated from the formula $i=m+k+1$ and the maximal value is $i=2 M\left(M=2^{p}\right)$. The index $i=1$ corresponds to the scaling function of the Haar wavelet $h_{1}(t)=1$. We can consider an approximate solution of equation (37) as

$$
\hat{u}_{\epsilon}(t, x)=\sum_{i=1}^{2 M_{1}} \sum_{j=1}^{2 M_{2}} a_{i j} h_{i}(t) h_{j}(x),
$$

where the coefficients $a_{i j}$ can be obtained by inserting approximate solution $\hat{u}_{\epsilon}(t, x)$ and the following collocation points in equation (37)

$$
t_{l}=\frac{l-\left(\frac{1}{2}\right)}{2 M_{1}}, l=1,2, \ldots, 2 M_{1}, \quad x_{r}=\frac{r-\left(\frac{1}{2}\right)}{2 M_{2}}, r=1,2, \ldots, 2 M_{2}
$$

By assuming $M_{1}=M_{2}=4$, the absolute error for different values of $\varepsilon$ have been reported in Table 7. From Tables 1 and 7, we observe that the results obtained by the Chebyshev wavelet method are more accurate than the Haar wavelet method in this case.

Table 7: Absolute errors of $u_{\varepsilon}$ for different values of $\varepsilon$ by Haar wavelet method in Example 1

| $\left(t_{i}, x_{j}\right)$ | $\frac{\text { Error }}{\varepsilon=0.01}$ | $\begin{gathered} \text { Error } \\ \hline \varepsilon=0.001 \end{gathered}$ | $\begin{gathered} \hline \text { Error } \\ \hline \varepsilon=0.000001 \end{gathered}$ |
| :---: | :---: | :---: | :---: |
| $(0.1,0.1)$ | $8.99 \times 10^{-2}$ | $8.07 \times 10^{-2}$ | $7.99 \times 10^{-2}$ |
| $(0.2,0.2)$ | $8.83 \times 10^{-2}$ | $2.11 \times 10^{-2}$ | $1.41 \times 10^{-2}$ |
| $(0.3,0.3)$ | $4.04 \times 10^{-2}$ | $1.72 \times 10^{-2}$ | $1.29 \times 10^{-2}$ |
| (0.4, 0.4) | $9.33 \times 10^{-2}$ | $7.99 \times 10^{-2}$ | $7.82 \times 10^{-2}$ |
| $(0.5,0.5)$ | $4.99 \times 10^{-1}$ | $5.00 \times 10^{-1}$ | $4.99 \times 10^{-1}$ |
| $(0.6,0.6)$ | $9.58 \times 10^{-2}$ | $8.25 \times 10^{-2}$ | $8.08 \times 10^{-2}$ |
| $(0.7,0.7)$ | $6.79 \times 10^{-2}$ | $1.98 \times 10^{-2}$ | $1.15 \times 10^{-2}$ |
| $(0.8,0.8)$ | $5.09 \times 10^{-2}$ | $1.78 \times 10^{-2}$ | $1.77 \times 10^{-2}$ |
| $(0.9,0.9)$ | $9.26 \times 10^{-2}$ | $8.01 \times 10^{-2}$ | $7.84 \times 10^{-2}$ |

## 7 Conclusion and future work

This work has been concerned with the regularization method to convert the mixed systems of the first and second-kind Volterra-Fredholm integral equations to the system of the second-kind Volterra-Fredholm integral equations. We presented the numerical method based on Chebyshev wavelets for solving the obtained second-kind problem. Convergence of the method was proved. These results were confirmed by some numerical examples.

In the present work, we considered the mixed system (1) in special case with $A=\left[\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right]$. The mixed system (1) in general form with $A(t)$ will be investigated as our future work.
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منظم سازى و تحليل عددى دستگاه مركب معادلات انتگرالى ولترا-فردهلم نوع اول و دوم

سعيد بيش بين و جواد شكرى
دانشگا، اروميه، دانشكده علوم، گروه رياضى


چچكيده : توجه به اين نكته ضرووى است كه دستگاه معادلات انتگرالى ولترا-فردهلم نوع اول و د دوم جز



 جوابهاى معلوم را براى نشان دادن كارايى روش عددى پيشنهاد شده در نظر مى يرييم.

كلمات كليدى : دستگاه مركب معادلات انتگرالى ولترا-فردهلم نوع اول و دوم؛ روش منظم سازى؛ موجك حبيشف؛ ؛ آناليز همكرايى.
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