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Regularization technique and
numerical analysis of the mixed system
of first and second-kind
Volterra—Fredholm integral equations

S. Pishbin* and J. Shokri

Abstract

It is important to note that mixed systems of first and second-kind
Volterra—Fredholm integral equations are ill-posed problems, so that solving
discretized system of such problems has a lot of difficulties. We will apply
the regularization method to convert this mixed system (ill-posed problem) to
system of the second kind Volterra—Fredholm integral equations (well-posed
problem). A numerical method based on Chebyshev wavelets is suggested
for solving the obtained well-posed problem, and convergence analysis of the
method is discussed. For showing efficiency of the method, some test prob-
lems, for which the exact solution is known, are considered.

Keywords: Mixed systems of first and second-kind Volterra—Fredholm in-
tegral equations; Regularization method; Chebyshev wavelets; Convergence
analysis.

1 Introduction

The Volterra—Fredholm integral equations [4, 5,7, 13] arise from parabolic
boundary value problems, from the mathematical modeling of the spatiotem-
poral development of an epidemic, mathematical population dynamics, and
from various physical and biological models.
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In this paper, we consider mixed system of Volterra—Fredholm integral
equations (VFIEs) consisting of first and second-kind VFIEs as follows:

t
F(t,z) = AU(t, ) —|—/ K(t,n,z,s)U(n,s)dsdn, t€l=][0,T], =€,
0 Ja

&
where F(t,z) = [f(t,z),g(t,2)]T, U(t,z) = [u1(t,z),us(t, z)]” and
10 ki1 (t,m, x, 8) ki2(t,n, x, s)
A= |:0 0:| ’ K(t7 T 8) - |:k21(t; n,x, 3) k22(t, n,x, S)

Here, 2 denotes a (closed) bounded region in R? (d = 1,2,3) with the
(piecewise) smooth boundary 0€2.

The reformulation of the initial-boundary-value problem for the linear
heat equation in a two-dimensional spatial domain €2 with the boundary 92
by single-layer techniques leads to a mixed system of Volterra—Fredholm in-
tegral equations. Mixed systems of VFIEs are considered as the ill-posed
problems. However, we will first apply the method of regularization that
received a considerable amount of interest, especially in solving first kind
integral equations. The method transforms mixed system to the system of
second kind integral equations. The method of regularization was established
independently by Phillips [12] and Tikhonov [14]. The method of regular-
ization consists of replacing ill-posed problem by well-posed problem. Some
numerical methods have been proposed for solving Volterra—Fredholm inte-
gral equations of the second kind; see, for example, [2,6,8,10,11,15,16]. In
this paper, the wavelet collocation method is developed for a mixed system
of first and second kind Volterra—Fredholm integral equations.

The paper is organized as follows. In Section 2, we consider some applica-
tions of Volterra—Fredholm integral equation and in Section 3, we introduce
regularization technique to transform mixed system (1) into the system of
second kind integral equations. In Section 4, a numerical method based on
Chebyshev wavelets is applied for solving the obtained well-posed problem.
The convergence analysis is given in Section 5 and the numerical experiments
are carried out in Section 6, which will be used to verify the theoretical re-
sults.

2 Some applications

We can consider Volterra—Fredholm integral equation of the first kind as
a spacial case of system (1)(let u; = 0,k12 = 0). The reformulation of
the initial-boundary-value problem for the linear heat equation in a two-
dimensional spatial domain £ with boundary 92 by singlelayer techniques
leads to a Volterra—Fredholm integral equation of the first kind in the follow-
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ing form [3]:

gp(t,ﬁ)z/o /0 K(t — 5, X(8) — X(s))U(s, 6)dods,

where X (0) is a smooth 1-periodic parametric representation of the boundary
curve I' = 01, and gr represents the function describing the given boundary
condition on I x 0.

For the another example, you can consider the following integral equation

1)
F(t) = (A() — fula) = / /Q F(t,7)k(z,4)®(y, t)dydr,

(g: = j(x1,$27x3)ay = g(ylayQayQS)v (x,y) € Q7t € [OaT]v)
under the condition

/ B(z, t)dz = P(b),
Q

can be investigated from the contact problem of a rigid surface (G, v) hav-
ing an elastic material occupying the domain Q where f.(x) describing the
surface of stamp. This stamp impressed into an elastic layer surface (plane)
by a variable known force with respect to time P(t) whose eccentricity of
application e(t), (t € [0,T]) that case rigid displacement A(¢). Here G is the
displacement magnitude and v is Poisson’s coefficient.

3 Regularization technique

The linear operator defined by second equation in system (1) has not gener-
ally a continuous inverse, so that it is difficult to obtain a precise numerical
solution by classical discretization methods. Thus regularization techniques
could be used instead to transform integral equations such as second equa-
tion in system (1) into second-kind integral equations. More precisely, we
consider the following integral equations:

t
f(ta 'T) = U1 <t7 S(}) + / / kll(t’ n,x, S)ul (nﬂ S)den
0 ‘ Q
+/ / k12(t777)x?S)U/Q,E(Ths)deTh
0 tQ
g(t,l‘) = Eu?,&‘(tam) + / / k21(ta77733a5)ul(7775)d5d77
0,JQ

t
+/ / k’22(t777733’3)“2,5(77a3)d5d77a
0 JQ

where ¢ is a fixed positive number.
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Under a hypothesis that will be clarified later, it can be proved that the
solution wug (z,t) of equation (2) converges (when ¢ — 0) to the solution
us(z,t) of equation (1). Now, we consider the matrix form of equation (2) as
the following system of integral equations:

F(t,z) = EU.(t,x) +/0 /QK(t,n,m,s)UE(n,s)dsdn, (3)
where F = [(1) g] and Ug(z,t) = [u1(x,t), ug e (z,t)]7.

We need the following definition and lemma to regularization technique.

Definition 1. A self-adjoint operator k : H — H, where H is a real Hilbert
space, is called coercive if there exists a constant ¢ > 0 such that

(kx,x) > c||z||?, for all x € H.

Lemma 1. Suppose that the integral operator of system (3) is continuous
and coercive in a Hilbert space, where F, U, U, are defined. Then

o ||U.|| is bounded independently of e;
e ||U. — U|| tends to 0 when e — 0.

Proof. From (3) we conclude the following:

t t
||| = |F - / /Q KU.dsdn|| > —||F|| + | / /Q KU.dsdy|,  (4)

The coercivity property of the integral operator implies

t
1] [ Kudsin > o). (5)
0 JQ

where « is the coercivity constant.
From (4) and (5) we deduce

IENNU:N = allU|l = |1 F]; (6)
therefore it is obtained:
(= IEDINTA < 1],

which proves the first part of the lemma.
Now, for proving the second result, by using (1) and (3), we have

E(UE - U) = _/O ‘/QK(tvna T, S)[Ue(na S) - U(na 8)]d8d77 + Ul — EU, (7)
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where U, (z,t) = [u1(z,t),0]T. By rearranging (7), we can write

/0 / K(t, ., 9)[U.(n,5) — Uy, 8)ldsdy = —E(Us — U) — 0, (8)

where, by using vectors operations EU — U, = U, is obtained, which U, =
[0,u2]T. Taking the norm from the both side of (8) and using the coercivity
property imply

a|U: = U|| < |BU: = U) —els|| < |Ell|U- = U|| +¢|Tall.  (9)
From ||Us|| = ||us||, we deduce that
(a = EIDIT: = Ull < eluzll; (10)

and now from ||E|| =1+ — 1 when ¢ — 0 and o > 1 then it is concluded
that ||Us — U|| — 0 when € — 0. This completes the proof. O

The conditions of existence and uniqueness of solutions related to the
VFIEs (3) can be investigated by considering the theorem about existence
and uniqueness of solution of the second-kind Volterra—Fredholm integral
equation in [3].

Theorem 1. Assume that

1. FeC(IxQ)

2. K € C(D x Q%) where D = {(t,n),0 <n <t <T}.

Then the mized system (3) possesses a unique solution U, € C(I x Q).

4 Numerical treatment

4.1 Chebyshev wavelets

Dilations and translations of the “Mother function,” or “analyzing wavelet”
®(z) define an orthogonal basis, our wavelet basis:

D p(t) =272 @27t 1),

the variables s and [ are integers that scale and dilate the mother function ®
to generate wavelets, such as a Daubechies wavelet family. The scale index s
indicates wavelet’s width, and the location index [ gives its position. Notice
that the mother functions are rescaled, or “dilated” by powers of two, and
translated by integers. What makes wavelet bases especially interesting is the
self-similarity caused by the scales and dilations. Once we know about the
mother functions, we know everything about the basis. Chebyshev wavelets
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A(n,m) = ¢(k,n,m,t) have four arguments, n = 1,2,... ,28=1 where k can
assume any positive integer and m is the degree of Chebyshev polynomials
of the first kind. They are defined on the interval [0,1) as

25T (2 —2n+1), 2% <t< gt
£ = m ) k=1 = 2k—1> 11
¢(n,m)( ) {O, otherwise, ( )

where
m =0,

1
Vr
t) = 5
;Tm(t)7 m > Oa

and m = 0,1,...,M —1, n = 1,2,...,2¥71. Also T,(t) are Chebyshev

polynomials of degree m which are orthogonal with respect to the func-

tion w(t) = \/11_W on the interval [—1,1]. We consider the two-dimensional

Chebyshev wavelet ¢(,,, m, nq,m.) (T, y) as follows:

2552 (2R — 2ny + 1) T, (252 — 205 + 1), le L <y < le -
2k2 T <y< 21€2 T
0, otherwise,
(12)

where m; =0,1,...,.M; —1, my =0,1,..., My — 1, ny = 1,...,2"1 and
ng =1,...,2k"1

A function u(z,y) € L?([0,1) x [0,1)) may be expanded as
x y) = Z Z Z Z un1m1n2m2¢(n17m1,n27m2)(Iyy)~ (13)
ni=1mi;=0n2=1mo=0
If the infinite series in equation (13) is truncated, then

2k1=1 A —12k21 pMp—1

2 Y D DD tniminama O s naama) (3,y) = B(2)TUD(y).

n1=1 m1=0 na=1 mo=0
(14)

where ®(z) and ®(y) are (2°*71)M; x 1 and (2¥2~1) M, x 1 matrices, respec-
tively, such that

(ID(x) = [¢(1,0) (x)ﬂ R (b(l,Ml—l) (517)7 ERE) ¢(2k1*1,0) (.’E), LR ¢(2k1*1,M1—1) (x)]Tv
Q(y) = [¢(1,0) (¥), - -7¢(1,MZ—1)(2J), . -7¢(2k2—1,0)(y)7 .. ~7¢(2k2—1,M2—1)(y)]T-

Also U is a (28171) My x (2F271) My matrix whose elements can be calculated
as

1 1
Unimingmy = /0 /0 gb(nl,ml)(m)¢(n2,m2)(y)u(mvy)wnl(x)wn2(y)dydm7
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where ny = 1,...,287 1 my = 0,1,...,M; — 1, ng = 1,...,2F71 my =
0,1,...,Ms —1 and

wp(t) =

w(th72n+]')a 2k1<t<2k i)
0, otherwise

Now, consider system (2) with I = Q = [0, 1] and approximate the solu-
tion of this system using (13) as

a1 (t,z) = &)U & (). (15)

ﬁQ,s(tvx) = (I)(t)TUZs(I)(x)' (16)

Also, we approximate the kernels in system (2) respect to two variables 7
and s as follows:

kij(t7777x,s) ~ ]%ij(tvn,xﬂs) = CD(U)TKZ](D(S) (Zvj = 172) (17)
Inserting (15), (16), (17), and the following collocation points

1

o . k-1
b= pgnorge 1= L2 M2

R B ko1
T = et LR LA oy (18)

into system (2), we have the following linear system of algebraic equations
for the unknown coefficients U; and Us .:

f(ti,25) = B(t:) TV, @ / / b (£, . 5, )@ () TUL B (s) dsdly
/ / sty 1,25, ) () T Uy o (s) dsdly,
b)) = () U (o) + [ / faa (£, 1,05, ) () TUL(s) sy

2]
/ / k22 tlanaxj7 )(I)(n) Uzﬁq)(s)den’

i=1,2,..., M2 =12 ... My2k—1,

4.2 Normalization

In the language of optimization theory, for the linear bounded operator K :
X =Y and Kz = y, determine z. that minimizes the Tikhonov functional
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J.(z) = ||[Kz —y||* +el|lz|?, forallxc X.
We can consider the following theorem from [9].

Theorem 2. Let K : X — Y be a linear bounded operator between Hilbert
spaces and let € > 0. Then the Thikhonov functional J. has a unique mini-
mum x. € X. This minimum x. is the unique solution of the normal equation

ex. + K*Kx. = K*y.
Here, K* :' Y — X denotes the adjoint of K.

By using Theorem 2, system (2) with I = Q = [0, 1] can be written in the
normal form as follows:

D 1
F(peq) = wi(p,q) + / / ks (py 1, ¢, 8)ur (1, 8)dsdy
0 0
D 1
+/ / k12(P7777q73)u2,s(777S)den»
0 0

1 1
/ / k22(p7t7q,$)g(t,l‘)d$dt
p 0

= eus . (p,

q)
1,1 et pl
—l—/ //kgg(p,uq,x)kgl(t,mx,s)ul(ms)dsdndxdt
» Jo_ Jo Jo

1 1 t 1
+/ / / / koo (p,t, g, 2)kaz(t, n, T, 8)uz £ (1, s)dsdndzdt,
» Jo Jo Jo

(20)
Now, we can consider the numerical method based on Chebyshev wavelets
from the previous subsection for the approximate solution of system (20).

5 Convergence analysis

In this section, we investigate the convergence analysis of the proposed
Chebyshev wavelet collocation method, using polynomial approximation the-
ory.

Lemma 2. Assume that u(z,y) € L*([0,1) x [0,1)) can be expanded in the
form of series (13) and that u(t,x) is the approzimation of u(x,y) which is
defined by (14). Then 4(t,x) converges to u(t,x).

Proof. We recall the series u(t,z) from (13) and the truncated series i(t, )
from (14), respectively, as follows:

oo

u(a@y)z Z Z Z Z un1m1n2m2¢(n1,m1,n2,m2)(:E>y)7

ni=1mi;=0n2=1mye=0
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and

2F1=1 prp—12F2—1 pp—1

= Z Z Z Z un1m1n2m2¢(n1,m1,n2,m2)(t7x);

ni1=1 m1;=0 ng=1 m2=0

where m; = 0,1,...,M; — 1, mg = 0,1,..., My — 1, ny = 1,...,2"~1,
and ny = 1,...,2%~1 The functions B(ny,m1,nz,ms) (L, ) are the Chebyshev
wavelet. Let L?([0,1) x [0,1)) be the Hilbert space and let

ST - o2 e —my),
where @, my ny,msy) (¢, ) form a basis of L2([0,1) x [0,1)) as in (12).
From (13), we consider

¢(n1,m1,n2,m2)( ) =2

)
(t Jf Z Z U1m11m2¢ 1 m1,1,m2 t Jf chud)(l j) t J}
m1=0mo=0 i=0 j=0

where ¢;; =< u(t,x),¢q ;) (t,x) > for ki = 1,ks = 1 and < .,. > rep-
resents an inner product. Let us denote ¢, ;)(t,) = ¢(t,7) and a;; =<

u(t,z), d(t, z) >

Define the sequence of partial sums Sy, ., n > m of {c;;¢(t;,z;)}. Let
Sny,m, and Sy, m, be arbitrary partial sums with n; > ny. We show that
Sn,m is a Cauchy sequence in a Hilbert space.

Let Spm = D520 252 @ijd(ti, z5). From

ny n2 niy N2

2,22 cudltna) >= 3 3 eyl
i=0 j=0 =0 j=0
we can show that [|Sp, n, = Smyma | = 202, 11 2 )2y 1 ] for ny >

mi, Ng > Ma.

We can write

YooY stz

i=mi+1j=mo+1

=< Z Z a0, z5), Z Z oot xj) >

i=mi+1j=ma+1 i=mi+1j=ma+1
ni no
2
> > eyl
i=ma+1 jmmat1

for ny > mq,ns > mo. Then it is concluded that
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ni na
2 _
1Y Y )= Y gl
i=mi+1j=ma+1 i=mi+1j=ma+1

for n; > mq,ng > mo.

Now from Bessel’s inequality, we deduce that Y7 ., ;ZmQ 11 lagg]? s
convergent and therefore || 7 ;‘lim2+1 ijd(ti, ;)| = 0,
that is, || D22, 1 252,01 @ij¢(ti,z)|| — 0 and {S,,,} is a Cauchy se-

quence thus it converges to a real number like ‘s*
In the continuance, we prove that u(t,z) = s.

<s—u(t, ), p(t;, ;) > =<s,d(t;,x;) > — < u(t,z), p(t;, x;) >
=< 11_>m Sn,ma¢(tiaxi) > —Qj

= nh_{go < Spms O(ts, x3) > —aij = i — o = 05

then it is concluded that u(t,z) = s or 3 3;2 D772, ci;¢(ti, x;) converges to
u(t, x), and by induction it is evident that this result is established for any
integer numbers of k; and ks, so for k; — oo and k3 — oo. In the other hand,
we can consider @(t,x) as Sy, which means 4(t, z) converges to u(t, ) and
this completes the proof. O

Theorem 3. Consider a function u(z,y) € L?([0,1] x [0,1]), with bounded
Oz < B,

forth partial derivations, Then the wavelet coefficient,

Unymingms M (14) , decay as follows

B
U < .
el S G 57— g 1)

(21)

Proof. From (14) it follows that

Uniminams = / / w(z,y ¢(n1 ml)( ¢(n2 mz)( JWn, ()W, (y)dydx
/ D(n1,ma) (%) Wn, ( / W5 Y) Dz ma) (Y)W (y)dy)dw~

7L2/2k2 1
/ Dy m) (@)W, (2 /( 2822y (2, y)

ng—1)/2k2—-1
T, (282 — 209 + 1)

W, (2F2y — 2ng + )dy) dx.
(22)
If my,mo > 1, by substituting 2¥2y — 2ny + 1 = cos @ in (22), it yields
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1 1 g cosfong — 1 2

Uniminoms = 2’“27/2/0 ¢(n1,m1)(l’)wn1 (z) [/0 u(zx, T) ;costOde]

V2 1 cosf 4+ 2ngs — 1, sinmo6

= W/ D(n1.my) (@)wn, (2) [U(z, ks ) )

0
2 i fang — 1)/2%2

o V2 / Ou(z, (cos fanz )/272) sin mof sin@dG} dz
23k2/2ma /7 Jg dy

™

mo 0

-t /1 ¢ (z)w (x)[ ™ Qu(z, (cos Banz —1)/22)
- 23k2/2m2\/% 0 (n1,m1) k1 6:!/
(sin(mg - 1%6 _sin(mg + 1)6) ’77

) mo — 1 T2 +1 0

1 4 0+ 2ngy — 1)/2F2

N / 0%u(z, (cos 0 + 2n2 )/ )hm2 ) d@] dz,
25k2/2mq 21 Jo 0%y

(23)
where

. sin(ms — 1) sin(ms + 1)0
hm(e)—sme( p—1 p— )
Then, we obtain

" B 1 " [ 1 9%u(w,(cos 04+2na—1)/2%2)
TR T o5ka (20 /20 Jo L0 o (24)
O, o) (@) () d | B, (0) .

Now, similar to the discussion in (23), by substituting 2¥1y —2n; + 1 = cosa
in (24), it yields

Unymingms

1
- 25(k1+k2)/2m 1 my (27)
™ ™ 94 _ k1 _ ko
></ / O*u((cosa + 2nq 1)/22 ;(0059+2n2 1)/2 )hml (), (8) da do.
o Jo 02202y
Thus we have
[tnyminymsl
= 25(k1HR2) /2 my (21)
T ™ 9%u((cosa + 2ny1 — 1)/2F1, (cos 0 + 2na — 1)/2F2)
’/ / ( 8/23382( huny (@) homs (0) da dO
o Jo Y
< 25017522y mag (27) Jo |homy (a)\da/O |Pms (0)] d6.
(25)

However

| tharao = [

sinH(Sin(m2 —1)6  sin(mo + 1)9) ’dﬂ

o - mag — 1 ] mg.—l— 1
< / ‘sm@sm(mg - 1)0’ n ‘sm@sm(mg + 1)9‘ (26)
0 mo — 1 moe +1

2mom
= (m3—1)
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and similarly, it is obtained

g 2m17r
[, ()] dov < ———. (27)
/0 ' (mi—1)
Since n; < 2"~ and ny < 2%271 by substituting (26) and (27) in (25), the
desired result is obtained as follows:

2rB
< .
|Umm1n2m2| = 25(k1+k2)/2(m% _ 1)(m% _ 1)

O

Theorem 4. Letu(z,y) € L*([0,1]x[0,1]), with bounded forth partial deriva-

tions, |8;27;(§2’Z)| < B; then the error bound would be obtained as follows:

Oy My ko My = O(Q*%(kﬁkz))’ (28)
where

Oky,My k2, M2
2k1=1 A —12F271 pMp—1

- (Al Al [u(x’y) N Z Z Z Z u”1m1”2m2¢(n17m1)($)¢(n27m2)(y):|2

n1=1 m1=0 na=1 My=0

N|=

W, (T)Wn, (y) do dy)

Proof. From the error statement, we have

2
Oky,My ko, Ms
ok1=1 ppyp—12k2-1 py—1

1 gl ,
ST AT AL CCTIED S i Sl ST AT

ni=1 m1=0 ng=1 My=0

W,y (@)wny (y) do dy

1 1 [eS) e oo [eS)
:/ / [ Z Z Z Z Unymingma P(ny my) (T)D(ny,ms) (Y)
0 = 1 My=0

o2k1=1 ppyp—12k2-1 pp—1

1
2
- Z Z Z unlmlngmg¢(n1,ml)(m)¢(n2,m2)(y)] wn1(z)wn2(y)dmdy
ni=1 m1=0 ng=1 my=0

o5}

1 1 oo oo oo
= /0 /O Z Z Z Z uilmlnzmz (¢(nlvml)(ac))z((b(nzm’tz)(y))2

nq=2k1 m1=M1 py=2k2 ma=M>

Wny ()wn, (y) dz dy

oo oo oo [ee] 1 1
= Z Z Z Z ugnmlnzm’z/o /0(¢("1vm1)(w))2(¢(n2,m2)(y))2

ny=2F1 m1=M1 p,=2k2 ma=M>
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Wny (T)wny (y) de dy

k1 2
[27Tm1 (k12 — 2ny + 1)]

[e’e} [ee) [e'e) [e’e) ni
DD D SIED DRI i &
- niminams ny— % P}

ny—2F1 Mm1=M pp—ok2 mo=Ma e -4 V1= (2%t —2n1 +1)
ST [2 2 Ting (2F2y — 202 + 1)] d
X y
ny— E
2 V1= (2k2z — 2no +1)2
N 2
o0 oo oo oo L T, (2F12 — 2n 1]
S U D oD SR PPy o il L
nimingmsa ny— 7
ny=2k1 m1=Mj ny=2k2 ma=M> 2k11—11 \/1 - @Mz =20 4 1)2
~ 2
s [Tma(2h2y — 200 + 1))

ng—1

2=t V11— 2Rz —2np +1)2

Now, let 281y — 2n; +1 = #; and 2k2y — 2n9 + 1 = ty, then it is obtained

o0 1 -l
, Ty (t1)
2 m1
SUGMAly My ko, My = Z Z Z Z un1m1"2m2 N dh
=2k1 m1=M1 no=2k2 ma=DM> -1 1- i
L
T, (T
Ty (t2) dts.
-1 —t3
(29)
For m; > 1, mg > 1, we have
! Tm1(t1) _r /1 Am2(t2) dty = .
«/17151 2’ 1113 2’
then (29) simplifies as follows:
(30)

o0 o0 oo oo
2
unlmlnzmg :

2 _
Ok, My ko, Mz = 4
n1=2F1 m1 =M1 no=2k2 mo=NM>

Therefore from (21) and (30), we can conclude the desired result as follows

1
TRy My o My < 210 Z Z Z Z (n1n2)5(m? —1)2(m2 — 1)’

n1=2k1 mi=Mi ny=2k2 mo=DM>
(31)
Also
= 1 1 1
= + e (32)
nlgkl (n1)5 (2k1)5 (2k1 4+ 1)5 2k1 5 Z (1+ 2k1)

From (31) and (32), we conclude that
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—3(ki+k
Oky,My,ka,My = 0(2 2 (it 2))'

Theorem 5. Let us consider M = max||K(t,n,z,s)|, for n,t € T =
[0,1],8,2 € Q = [0,1]. Assume that U.(t,x) is the exact solution of sys-
tem (3) and that U.(t,z) denotes the Chebyshev wavelet approzimation for
the exact solution U which is given by (15) and (16) . Then U.(t,z) converges
to Uc(t,x) and the following result can be obtained

M&—muzo(%wwm)

Proof. According to the proposed method in previous section, we consider
(15), (16), and (17) and insert U.(¢,z) and K(¢,n, z, s) as approximations of
the exact solution U and kernel K into system (3)

F(t,z) = EU.(t,x) —l—/o /0 K(t,n,z,5)U.(n, s)dsdn. (33)

Subtracting (3) from (33) and some manipulations, we get

t 1
|mwmfvm<w4[}mem@wamammm@wmu
t 1 R R
y / / R(t,m, . 5)(Us(n, s) — Us(n, s))dsds].
0 0
From ||E|| > 1 it is obtained
||U6708H § HK7K||||UEH+M”UE7UEH' (34)

Relation (34) together with Lemma 2, shows the convergence of the exact
solution to the approximate solution. Considering Theorem 4, we have

IK — K| = 027 Fkk)), (35)
From (34) and (35), we conclude that

V-~ 0] = O (2730,



Regularization technique and numerical analysis of the mixed system ... 141

6 Numerical examples

To demonstrate the efficiency and the practicability of the proposed method,
we consider the following two examples. All results are computed by using a
program written in the Mathematica®.

Example 1. Consider the following TTAEs:

/t/1 L00£(t + )u(n, )dsdy — ?t2(3+4t)(t+x), tel0,1],  (36)

where the exact solution is u(t,z) =t + x.
Considering regularization techniques and (3) for (36), we have

eue(t, ) + /0 /01 100t(t + x)u(n, s)dsdn = ?tz(?) + 4t)(t + x). (37)

We assume that 4. (¢, x) is the approximation of the exact solution wu.(t,x)
which is defined by (15). For analyzing the behavior of the error representa-
tions, we consider absolute error as

Error = |u(t;, z;) — e (ti, z;)|.

The Chebyshev wavelet method described in Section 4 has been imple-
mented for problem (37) with My = My = 3,k1 = ko = 2 and the error for
different values of € has been reported in Table 1, which confirms the theoret-
ical results of Lemma 1. Figure 1 presents the plots of exact and approximate
solution with € = 0.000001, which are found to be in good agreement.

From subsection 4.2, we consider the normal form of equation (36) as
follows:

eue(p, q / / / / 10000pt(p + q)(t + ) ue(n, s)dsdndzdt

L2500
= / ?p(p + q)t2 (3 +4t)(t + x)dxdt, p €1[0,1],
P 0

(38)

and then solve this equation by the Chebyshev wavelet method with M; =
My = 3 and k1 = ko = 2. We report the error for different values of € in Table
2. From numerical results in Tables 1 and 2, we observe that the results in
Table 2 are more accurate than the reported results in Table 1.

Example 2. Consider the following:

Au(t,x) +/() /0 K(t,n,z,s)u(n, s)dsdn = f(t,x), t €10,1], (39)
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Table 1: Absolute errors of ue for different values of € in Example 1
Error Error Error

(ti, ;) e =0.01 e =0.001 e = 0.000001
(0.1,0.1) 3.62 x 1073 3.64 x 1074 3.65 x 1077
(0.2,0.2) 1.62 x 1074 1.45 x 1075 1.40 x 1078
(0.3,0.3) 1.37 x 1073 1.39 x 1074 1.39 x 1077
(0.4,0.4) 1.32 x 1073 1.35 x 1074 1.37 x 1077
(0.5,0.5) 9.09 x 1073 9.29 x 1074 9.32 x 1077
(0.6,0.6) 1.71 x 1073 1.74 x 1074 1.72 x 1077
(0.7,0.7) 1.69 x 1073 1.73 x 1074 1.70 x 107
(0.8,0.8) 4.19 x 107° 9.27 x 1077 1.87 x 1079
(0.9,0.9) 7.42 x 1073 8.20 x 10~ 8.20 x 1077

Table 2: Absolute errors of u. for different values of & for normal equation in Example 1

Error Error Error

(ti, ;) e=0.01 e =0.001 £ = 0.000001
(0.1,0.1) 6.18 x 1076 6.11 x 1076 1.95 x 1077
(0.2,0.2) 6.84 x 107° 6.26 x 107° 5.22 x 1078
(0.3,0.3) 3.79 x 1076 3.83 x 1077 8.93 x 1078
(0.4,0.4) 2.43 x 107° 2.43 x 107 5.70 x 1078
(0.5,0.5) 2.06 x 1075 2.06 x 1076 6.66 x 1077
(0.6,0.6) 2.14 x 107° 2.14 x 1076 2.42 x 1077
(0.7,0.7) 7.78 x 1076 7.78 x 1077 1.67 x 1077
(0.8,0.8) 2.25 x 107° 2.25 x 1076 2.41 x 1078
(0.9,0.9) 7.18 x 1075 7.18 x 1076 3.13 x 1077
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where
[ro AP+ (st
A= [0 0]’ Kt @8) =150 2 e 2008 + 2000 |
U(t,.’L’) = (ul(t,x),ug(t,x))T, f(t,l') = (fl(t,l‘),fg(t,l'))T,

and f; and fy are such that the exact solution is
up(t,r) =t + 2%+ 1,  wug(t,x) =t+a.

We apply the regularization method to convert the mixed system (39) to
the system of the second kind integral equations. Then, the resulting second
kind integral equation will be solved by the proposed numerical scheme in
section 4 with M; = My = 3 and k1 = ks = 2. Let (4, Us,.) be the
approximation of the exact solution (u1,us ) which are defined by (15) and
(16). Numerical errors with several values of € are displayed in Tables 3 and
4.

Figure 1: The plots of exact solution u and approximate solution of u with ¢ = 0.000001
in Example 1.

Similar to Example 2, we transform system (39) into the normal form of
system (20) and then solve the normal system by Chebyshev wavelet method
with My = My = 3 and k1 = ko = 2. The error for different values of ¢ is
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Table 3: Absolute errors of uy for different values of € in Example 2

Error Error Error

(z:,9;) e =0.01 e = 0.001 e = 0.000001
(0.1,0.1) 1.00 x 1075 1.00 x 1076 1.00 x 1079
(0.2,0.2) 2.00 x 107° 2.00 x 107¢ 2.00 x 107
(0.3,0.3) 3.03 x 107° 3.03 x 1076 3.03 x 107°
(0.4,0.4) 4.11 x 107° 411 x 1076 411 x 107
(0.5,0.5) 5.44 x 107° 5.44 x 1076 5.44 x 1079
(0.6,0.6) 6.58 x 107° 6.58 x 1076 6.58 x 107"
(0.7,0.7) 8.25 x 107° 8.25 x 1076 8.25 x 107"
(0.8,0.8) 1.05 x 1074 1.05 x 1075 1.05 x 1078
(0.9,0.9) 1.34 x 1074 1.34 x 1075 1.34 x 1078

Table 4: Absolute errors of uz ¢ for different values of € in Example 2

Error Error Error
(xi,y5) e=20.01 e =0.001 ¢ =0.000001

1.07 x 1073 1.83 x 1074 8.51 x 107
1.58 x 1074 2.84 x 1075 1.86 x 107°
0.3,0.3 2.39 x 1074 2.36 x 107 1.78 x 107°
0.4,0.4 4.63 x 1074 2.48 x 1075 2.37 x 1076

(0.1,0.1)
( )
( )
( )
(0.5,0.5) 3.84 x 1073 8.20 x 10~* 4.82x107°
( )
( )
( )
( )

0.2,0.2

0.6,0.6 1.66 x 10~3 1.12 x 1074 1.06 x 1074
0.7,0.7 1.22 x 1073 1.80 x 104 1.77 x 10~4
0.8,0.8 2.85 x 1073 2.81 x 10~* 1.80 x 104
0.9,0.9 6.69 x 10~3 3.88 x 1074 3.56 x 1074
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Figure 2: The plots of exact solution u; and approximate solution of u1 with ¢ = 0.000001

in Example 2.

Table 5: Absolute errors of u; for different values of & for normal equation in Example 2

Error Error Error

(z:,9;) e =0.01 £ =0.001 £ = 0.000001
(0.1,0.1) 8.54 x 1078 8.54 x 107° 8.54 x 10712
(0.2,0.2) 2.56 x 1078 2.56 x 1079 2.56 x 10~12
(0.3,0.3) 4.19 x 1078 4.19 x 107° 4.19 x 10712
(0.4,0.4) 1.10 x 1077 1.10 x 10~8 1.10 x 10~
(0.5,0.5) 5.46 x 1077 5.46 x 1078 5.46 x 1071
(0.6,0.6) 1.73 x 1076 1.73 x 1077 1.73 x 10710
(0.7,0.7) 2.54 x 107¢ 2.54 x 1077 2.54 x 10719
(0.8,0.8) 2.86 x 107¢ 2.86 x 1077 2.86 x 10710
(0.9,0.9) 2.58 x 1076 2.58 x 1077 2.58 x 10710

reported in Tables 5 and 6. Comparing displayed errors in the Tables 3, 4
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Figure 3: The plots of exact solution uz and approximate solution of uz with ¢ = 0.000001
in Example 2.

and 5, 6, we observe that the results in Tables 5 and 6 are more accurate
than the reported results in Tables 3 and 4. This is predicted by the theory,
in particular by Theorem 2. Figures 2 and 3 present the plots of exact and
approximate solution with ¢ = 0.000001.

6.1 Haar wavelet method

In literature, several wavelets with different properties have been derived
and depending upon the applications, different wavelet families are used.
The Cheybyshev wavelets method is found to be simple, efficient, accurate,
and computationally attractive for solving linear and non-linear problems.
The properties of Chebyshev wavelets make the wavelet coefficient matrices
sparse which eventually leads to the sparsity of the coefficients matrix of the
obtained system. The Haar wavelet is also the simplest possible wavelet. The
technical disadvantage of the Haar wavelet is that it is not continuous, and
therefore not differentiable. This property can, however, be an advantage for
the analysis of signals with sudden transitions, such as monitoring of tool
failure in machines. For comparison, we consider the Haar wavelet method
to solve Example 1. The Haar wavelet family is
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Table 6: Absolute errors of uz,. for different values of € for normal equation in Example

2
Error Error Error

(z4,95) e =0.01 e =0.001 e = 0.000001
(0.1,0.1) 1.25 x 1077 1.00 x 108 2.19 x 1077
(0.2,0.2) 9.92 x 1077 9.83 x 1078 8.59 x 1078
(0.3,0.3) 9.58 x 1078 1.05 x 1078 9.59 x 1078
(0.4,0.4) 3.64 x 107¢ 3.64 x 1077 5.67 x 107°
(0.5,0.5) 5.75 x 1076 5.67 x 107 2.19 x 10~7
(0.6,0.6) 4.75 x 107¢ 4.73 x 1077 4.37 x 1077
(0.7,0.7) 1.18 x 1076 1.17x 1077 1.52 x 1077
(0.8,0.8) 5.24 x 1076 5.24 x 1077 7.34 x 1078
(0.9,0.9) 1.48 x 1075 1.48 x 1076 1.39 x 1077

1, te [7‘17 7'2],

hl(t) = -1, te [7’2,7’3],

0, elsewhere

where
k k+3 k+1
T = —, Ty = 9 T3 = .
m m
The integer m = 27,7 =0,1,...,pand k =0,1,...,m — 1 are the level of

the wavelet and translation parameter, respectively. The index i is calculated
from the formula i = m + k + 1 and the maximal value is i = 2M (M = 2P).
The index i = 1 corresponds to the scaling function of the Haar wavelet
hi(t) = 1. We can consider an approximate solution of equation (37) as

2M; 2M>

U (t,z) = Z Z aizhi(t)h;(x),

i=1 j=1

where the coefficients a;; can be obtained by inserting approximate solution
G (t, ) and the following collocation points in equation (37)

1-(3) r—(3)
2M1 2M2

t = A=1,2,...,2M,, a,= r=1,2...,2M,.
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By assuming M; = My = 4, the absolute error for different values of ¢
have been reported in Table 7. From Tables 1 and 7, we observe that the
results obtained by the Chebyshev wavelet method are more accurate than
the Haar wavelet method in this case.

Table 7: Absolute errors of u. for different values of € by Haar wavelet method in Example
1

Error Error Error

(ti, ;) e=0.01 e =0.001 £ = 0.000001
(0.1,0.1) 8.99 x 1072 8.07 x 1072 7.99 x 1072
(0.2,0.2) 8.83 x 1072 2.11 x 1072 1.41 x 1072
(0.3,0.3) 4.04 x 1072 1.72 x 1072 1.29 x 1072
(0.4,0.4) 9.33 x 1072 7.99 x 1072 7.82 x 1072
(0.5,0.5) 4.99 x 1071 5.00 x 101 4.99 x 1071
(0.6,0.6) 9.58 x 1072 8.25 x 1072 8.08 x 1072
(0.7,0.7) 6.79 x 1072 1.98 x 1072 1.15 x 1072
(0.8,0.8) 5.09 x 1072 1.78 x 1072 1.77 x 1072
(0.9,0.9) 9.26 x 1072 8.01 x 1072 7.84 x 1072

7 Conclusion and future work

This work has been concerned with the regularization method to convert the
mixed systems of the first and second-kind Volterra—Fredholm integral equa-
tions to the system of the second-kind Volterra—Fredholm integral equations.
We presented the numerical method based on Chebyshev wavelets for solving
the obtained second-kind problem. Convergence of the method was proved.
These results were confirmed by some numerical examples.

In the present work, we considered the mixed system (1) in special case

with A = [é 8] . The mixed system (1) in general form with A(¢) will be

investigated as our future work.
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