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Abstract

A general overview of the scheduling's literature of some researches shows that among various factors, the priority rules and also the structure of projects are two main factors that can be affected on the performance of multidirectional scheduling schemes. In addition, a variation on the number of directors in scheduling schemes (e.g., single directional, bi-directional, and tri-directional scheduling scheme) produces different make spans. However, the question of when to move from the single direction to the multidirectional scheduling schemes remained open. In this paper, based on analytical and also empirical results, we show that when availability and distributions of resource measures such as the number of peaks and number of overflows or the average amount of overflows are increased, higher directional scheduling schemes can be produced smaller make spans. Hence, in the light of these resource measures, the multidirectional scheduling schemes can be reduced the dependency of the solution's quality on the priority rules used.
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1 Background

The resource-constrained project scheduling problem that is called by RCPSP is known as an NP-hard optimization problem, that is, there is no algorithm
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1 Non-deterministic polynomial-time hard
for solving the RCPSP to optimally in polynomial time; see [20]. Various versions of the RCPSP can be studied by defining different types of precedence constraints between activities such as minimum and/or maximum time's lags, allowing or not the preemption between activities, and time-varying the resource availability.

Exact methods and heuristic (meta-heuristic) methods are generally two approaches to solve the RCPSPs. Mathematical modeling (e.g., [11]), dynamic programming (e.g., [23]), and branch and bound approach (e.g., [5]) are the base of exact methods. These methods solve the instances up to 120 activities (see, for example, [30, 31] for more details).

Among the heuristic (meta-heuristic) methods for solving real-world instances of the RCPCPs, we can refer to artificial immune system (e.g., [1]), simulated annealing (e.g., [2, 21, 26]), genetic algorithms (e.g., [10, 9, 24]), tabu search (e.g., [25]) and miscellaneous approaches (e.g., [15, 30, 10, 13, 27]). These kinds of methods do not guarantee to obtain the optimal feasible scheduling. Scheduling projects correspond to assign a starting and finishing time to each activity with satisfying both precedence and resource constraints (feasible solution). The serial scheduling scheme (SSS) and the parallel scheduling scheme (PSS), which both generate feasible solutions were proposed by Kolisch [15]. It is worth noting that the priority rules can be considered as the main part of heuristics/meta-heuristic methods and they have considerable effects on the quality of solutions (less makespan) that are generated by scheduling schemes (see, for example, [15, 4]).

In light of improving the performance of scheduling schemes, in 2000, Klein [13] suggested the bi-directional scheduling scheme, namely bidss, to generate feasible schedules better than those solutions that are generated by single directional scheduling schemes (i.e., the forward and the backward scheduling scheme). Depending on the priority rules used and the problem's structure, Yousefzadeh, Tareghian, and Farahi [29] proposed the tri-directional scheduling scheme (trdss) to produce feasible solutions with fewer makespans.

Resource utilization for activities such as \( \{RF^2, RS^3\} \), the ratio of average slack per activity to the length of the critical path, and also project's complexity \( (C \) as used in \( [3] \)), which are reported in [8], are considered as three crucial characteristics in the RCPSP's structure.

2 Discussion

In this paper, the RCPSP is described as follows: The project is depicted as an activity on node network with \( N \) activities (the start node 1 and end
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node $N$ of the project are dummy nodes. Duration (processing time) for activity $j$ is shown by notation $d_j$. There is no preemption between activities and finish to start logical control is defined for the precedence constraints between activities. Activity $j$ needs $u_{jr}$ ($j = 1, \ldots, N; r = 1, \ldots, |R|$) units of resource $r$, where $u_{1r} = u_{Nr} = 0$ ($r = 1, \ldots, |R|$). The renewable resource's availability of type $r$ is denoted by $a_r$, and it is constant per unit of time. Various objective functions have been considered in the literature as the scheduling objective(s) (to study more, we refer the reader, e.g., to [7, 22, 32]). In this paper, minimizing the project's makespan is considered as the main objective function.

Unfortunately, in the context of project scheduling, as the number and/or availability of resources, the number of activities, or other characteristics of scheduling projects vary, some misleading results can be obtained [15]. Many types of research are focused on the performance of priority rules. Their results showed that the priority rules depend on eligible activities, which are chosen in each step of the scheduling scheme (see [19, 18]). In general, some time-based and resource-based measures are affected by the performance of successful priority rules (see [8]). In other words, there exists a significant relationship between the priority rules and the number of resource's types; see [12]. In addition, in [28], Ulusoy and Özdamar reported that the percentage of critical activities, resource measures, network complexity, utilization factor, and obstruction value are the crucial factors in finding upon best priority rules.

We try, in this paper, to answer this question, "under what resource characteristics of the RCPSPs the multidirectional scheduling schemes outperform (generates a schedule with less makespan) the other multidirectional scheduling schemes with lower direction?"

In general, the structure of the paper is organized as follows: the outline of the bidss and the trdss are described in brief in Section 3. The experimental results are described in Section 4. Moreover, in this section, some of the conditions under which multidirectional scheduling schemes with higher direction can generate better solutions in quality are cited, and the corresponding results about the effect of the characteristics of the RCPCPs on the quality of the solution are described. Finally, some brief conclusions are given in Section 5.

3 Multidirectional scheduling schemes

In this section, the outline of the multidirectional scheduling scheme such as the trdss and the bidss is briefly explained. It is worth noting that, the parallel scheduling scheme [15] that is denoted by the PSS is implemented in both of the bidss and the trdss. Moreover, in our investigation, we have called all of the priority rules in [29], which they used.
3.1 Bidirectional scheduling scheme

In [13], Klein tried to improve the solutions’ quality in comparison to the forward and backward scheduling schemes (we called them by single-direction scheduling schemes-sidss) by proposing the bidss. Two main phases of the bidss can be stated as follows: the first is the initialization phase and the second one is an interlinking phase. All of the activities are scheduled in the forward and backward directions in the initialization phase. In other words, at any decision time, the activities that all their predecessors are scheduled and completed in the left direction are eligible to schedule as the forward direction. On the other hand, the activities that all their successors are scheduled in the right direction are eligible to schedule as the backward direction. A tie-breaking rule is called for all activities that are eligible to schedule both directions. In the second phase (i.e., interlinking phase), the scheduled activities in the backward direction are shifted to the left to interlink the activities in both forward and backward directions. Hence a complete feasible schedule is obtained. Scheduled activities in the backward direction are shifted to left by considering both precedent and resource constraints (we refer the reader to [13] for more details).

3.2 Tri-directional scheduling scheme

Main phases of the trdss are the same as the bidss, but in the initialization phase all activities are planned and scheduled in three directions, namely, forward, midway, and backward directions (see [29]). Like the bidss, some of the activities are scheduled in the forward direction, and some of them are scheduled in the backward direction. However, activities that are eligible to schedule in both directions are now eligible to schedule in the midway direction (see [29] for more details).

4 Analysis of results

In this section, the experimental results due to the performance of multidirectional scheduling schemes are discussed. Moreover, some drawbacks of well-known resource measures, that is, the resource strength (RS), are presented, and the necessity for introducing a new measure is demonstrated. All correlated experiments were coded by MATLAB software. Our investigations are based on the well-known benchmark instances that are due to Kolisch’s benchmark (see [16, 17]).
4.1 Quality of solutions

Initially, the performance of the single and multidirectional scheduling schemes (like in [29]), that is, the sidss (namely, forward scheduling scheme), the bidss, and the trdss, is examined on benchmark problems with more activities, that is, the J120 sets (each project contains 120 activities) of the Kolisch’s benchmark problems. The comparison measures as in [29] are defined in (1) and (2) by the number of instances solved to optimality and the number of best instances that are obtained, respectively. In Table 1, the related results are presented.

The columns 5 and 9 of this table display the percentage of relative improvement of the trdss in comparison to the bidss, and they are computed as the following formulations:

\[
\frac{\text{opt}_{\text{trdss}} - \text{opt}_{\text{bidss}}}{\text{OPT}_j} \times 100; \quad j \in \{J90, J120\}, \quad (1)
\]

\[
\left( \frac{\text{Best}_{\text{trdss}} - \text{Best}_{\text{bidss}}}{\text{Best}_{\text{bidss}}} \right) \times 100, \quad (2)
\]

where \(\text{opt}_{\text{bidss}}\) and \(\text{OPT}_j\) indicate the number of optimal solutions that are found by x-dss and the number of optimal solution that exits for \(j \in \{J90, J120\}\), respectively. And similarly, \(\text{Best}_{\text{bidss}}\) is the number of best solutions that are obtained by the bidss regarding the other scheduling schemes.

<table>
<thead>
<tr>
<th>Priority Rules</th>
<th>No. of instances solved to optimality</th>
<th>No. of instances with best solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>sidss sides</td>
<td>bidders bids</td>
</tr>
<tr>
<td>LPT</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>SPT</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>MIS</td>
<td>4</td>
<td>11</td>
</tr>
<tr>
<td>NIS</td>
<td>9</td>
<td>29</td>
</tr>
<tr>
<td>GRPW</td>
<td>4</td>
<td>20</td>
</tr>
<tr>
<td>GRPW*</td>
<td>11</td>
<td>34</td>
</tr>
<tr>
<td>EST</td>
<td>4</td>
<td>11</td>
</tr>
<tr>
<td>EFT</td>
<td>3</td>
<td>15</td>
</tr>
<tr>
<td>LST</td>
<td>11</td>
<td>29</td>
</tr>
<tr>
<td>LFT</td>
<td>12</td>
<td>31</td>
</tr>
<tr>
<td>MSLK</td>
<td>10</td>
<td>33</td>
</tr>
<tr>
<td>GRD</td>
<td>6</td>
<td>17</td>
</tr>
<tr>
<td>WRUP</td>
<td>3</td>
<td>17</td>
</tr>
</tbody>
</table>
In Table 1, with the priority rule\textsuperscript{4} such as the MSLK (minimum of slack time), the ttrdss can be solved about 3\% more instances of J120 to optimality in comparison to the bidss. With the number of best instances (as comparison measure) a similar trend is the same. For example, under the EST\textsuperscript{5} rule, the number of best solutions obtained by the ttrdss is 33.9\% more than the bidss, and this improvement is increased by the WRUP\textsuperscript{6} as the priority rule to 45.9\%. Note that the number of total optimal solutions for the Kolisch’s benchmark J120 is 136 instances.

The results indicate that the multidirectional scheduling schemes always outperform the sidss.

Based on the obtained results in Table 1, for solving (scheduling) the RCPSP’s instances, is it possible to conclude that, moving to a higher directional scheduling scheme is always beneficial (i.e., leads to solutions with less makespan)? If the answer is negative, what is the (most) influential factors that may affect the performance of higher directional scheduling schemes? Based on the results, the rate of solutions’ quality that is yielded by higher directional scheduling schemes, is varied when they compared to the sidss. Could this different influence be done by the factors that they have on the performance of a higher directional scheduling scheme?

To answer the mentioned questions, we need performing a comprehensive examination, which is described in the later sections.

4.2 Parameters of resource measures

The density of the coefficient matrix reflected by the availability of resources measured by RS is shown in some studies. It is the most important parameter that can evaluate the resource complexity of an instance of the RCPSP and hence affects the solution’s quality (see, for example, [13, 14, 16, 17, 19, 25] for more details).

In this paper, we are looking for a measure that can guide us to decide under what circumstances, it is beneficial to move to higher directional scheduling schemes. Among available measures, we initially consider the RS as defined in (3), a measure of project complexity with regards to the availability of resources (for more details, see [6, 17]).

\[
RS = \max \left\{ \frac{a_r - u_r^{\text{max}}}{k_r^{\text{peak}} - u_r^{\text{max}}} \mid r = 1, \ldots, |R| \right\}, \tag{3}
\]

\textsuperscript{4} A list of priority rule’s abbreviations can be found in [13]
\textsuperscript{5} Earliest Starting Time-EST
\textsuperscript{6} Weighted Resource Utilization ratio and Precedence-WRUP
where $k_{r}^{\text{peak}} = \max \{\sum_{j \in A(t)} u_{jr} \mid r = 1, \ldots, |R|, t = 1, \ldots, |T|\}$, $u_{r}^{\text{max}} = \max \{u_{rj} \mid j = 1, \ldots, N\}$ and the set $A(t)$ contains the activities that are active at time $t$.

Table 2: Performance of the sidss, the bidss, and the trdds with different RS

<table>
<thead>
<tr>
<th>Name</th>
<th>RS</th>
<th>sidss</th>
<th>bidss</th>
<th>trdds</th>
<th>Name</th>
<th>RS</th>
<th>sidss</th>
<th>bidss</th>
<th>trdds</th>
</tr>
</thead>
<tbody>
<tr>
<td>J901 - 4</td>
<td>0.2</td>
<td>145</td>
<td>139</td>
<td>141</td>
<td>J902 - 10</td>
<td>0.5</td>
<td>90</td>
<td>80</td>
<td>80</td>
</tr>
<tr>
<td>J905 - 8</td>
<td>0.2</td>
<td>104</td>
<td>92</td>
<td>93</td>
<td>J9010 - 9</td>
<td>0.5</td>
<td>99</td>
<td>93</td>
<td>92</td>
</tr>
<tr>
<td>J905 - 10</td>
<td>0.2</td>
<td>130</td>
<td>134</td>
<td>127</td>
<td>J9010 - 10</td>
<td>0.5</td>
<td>84</td>
<td>84</td>
<td>84</td>
</tr>
<tr>
<td>J9013 - 10</td>
<td>0.2</td>
<td>130</td>
<td>120</td>
<td>117</td>
<td>J9014 - 9</td>
<td>0.5</td>
<td>121</td>
<td>125</td>
<td>125</td>
</tr>
<tr>
<td>J9017 - 10</td>
<td>0.2</td>
<td>103</td>
<td>105</td>
<td>99</td>
<td>J9042 - 7</td>
<td>0.5</td>
<td>99</td>
<td>100</td>
<td>99</td>
</tr>
<tr>
<td>J9021 - 10</td>
<td>0.2</td>
<td>135</td>
<td>138</td>
<td>144</td>
<td>J9014 - 2</td>
<td>0.5</td>
<td>114</td>
<td>103</td>
<td>97</td>
</tr>
<tr>
<td>J1202 - 2</td>
<td>0.2</td>
<td>84</td>
<td>86</td>
<td>86</td>
<td>J12049 - 8</td>
<td>0.5</td>
<td>133</td>
<td>127</td>
<td>129</td>
</tr>
<tr>
<td>J1201 - 1</td>
<td>0.2</td>
<td>132</td>
<td>129</td>
<td>129</td>
<td>J12054 - 6</td>
<td>0.5</td>
<td>141</td>
<td>128</td>
<td>129</td>
</tr>
<tr>
<td>J1206 - 1</td>
<td>0.2</td>
<td>202</td>
<td>177</td>
<td>179</td>
<td>J12059 - 8</td>
<td>0.5</td>
<td>127</td>
<td>122</td>
<td>120</td>
</tr>
<tr>
<td>J1207 - 2</td>
<td>0.2</td>
<td>161</td>
<td>159</td>
<td>158</td>
<td>J12060 - 8</td>
<td>0.5</td>
<td>125</td>
<td>123</td>
<td>123</td>
</tr>
<tr>
<td>J1207 - 6</td>
<td>0.2</td>
<td>168</td>
<td>180</td>
<td>179</td>
<td>J1201 - 5</td>
<td>0.5</td>
<td>144</td>
<td>144</td>
<td>144</td>
</tr>
</tbody>
</table>

Empirical results show that the RS cannot serve the mentioned purpose when it is used solely. In Table 2, the makespan of some different benchmark instances (we choose them randomly) when they solved by three mentioned scheduling schemes, that is, the sidss, the bidss, and the trdds. When the value of RS is fixed, it is clear that no regular trend in the performance of scheduling schemes is observed. For example, when RS = 0.2, for $J9013 - 10$, moving to higher direction is beneficial and yield smaller makespans. However, for $J9021 - 10$, with RS = 0.2, the trend is reversed.

With regard to (3), the value of RS depends on $k_{r}^{\text{peak}}$ (among other parameters), and it does not consider the number of $k_{r}^{\text{peak}}$ during the horizontal time of the RCPSP’s instance. Therefore, based on the obtained results in Table 3, when the value of RS is fixed, two instances do not necessarily have the same number of resource’s peaks. Could the number of peaks (number of $k_{r}^{\text{peak}}$) have any effect on the solutions’ quality, which is obtained by multidirectional scheduling schemes? Moreover if the answer is positive, could it serve the mentioned purpose?

To answer these questions, we gathered the number of peaks for each instance of Table 2 in Table 3. We can observe that each instance for each level of the RS has different numbers of peaks. Therefore it seems that the number of peaks is one of the main factors that have affected the performance of the scheduling schemes.

Furthermore, in Tables 4 and 5, we have classified $J90$ and $J120$ benchmark instances with RS = 0.2, based on their number of $k_{r}^{\text{peak}}$ when project activities are scheduled at their earliest possible time (early schedule). As it can be seen in Table 4, in the instances of $J90$ with RS = 0.2, there are at most five peaks, whereas in the instances of $J120$, the number of peaks reaches 8. In $J90$ with RS = 0.2, there are 69 instances with one peak, 31 instances with
two peaks, and so on (see Table 4). In J120 with RS = 0.2, there are 177 instances with one peak, 53 instances with two peaks, and so on (see Table 5). Hence, for the fixed level of the RS, we can say that the number of peaks can affect the performance of scheduling schemes.

Table 4: Number of peaks in J90 with RS = 0.2

<table>
<thead>
<tr>
<th>Number of Peaks</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Instances</td>
<td>69</td>
<td>31</td>
<td>17</td>
<td>6</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 5: Number of Peaks in J120 with RS = 0.2

<table>
<thead>
<tr>
<th>Number of Peaks</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Instances</td>
<td>177</td>
<td>53</td>
<td>16</td>
<td>9</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

In what follows, we investigate the concept of peaks and some of their related characteristics in more detail. We first give a formal definition for resource overflow (overflow for short).

**Definition 1.** Let $ES_j (EF_j)$ be earliest starting (finishing) time of activity $j$. For any resource $r \in R$, calculate $\omega_r(t) := \sum_{j \in A(t)} u_{jr} - a_r$ in which $A(t) = \{i \in J | ES_i \leq t < EF_i \}$. Therefore, if $\omega_r(t) > 0$, then we say that an overflow with respect to resource $r$ has occurred at time $t$ (see [30]).

It is clear to note that, in a resource-constrained project, if $\exists t; \omega_r(t) > 0 (1 \leq t \leq T)$, where $T$ is early scheduling time in the project, then the set of project's overflows includes the set of peaks [30]. Especially speaking, each peak is an overflow if $\exists t; \omega_r(t) > 0 (1 \leq t \leq T)$. 
By using Definition 1, we investigate the effect of the number of overflows and also the effect of the average amount of overflows on the performance of the scheduling schemes.

4.2.1 Number of overflows

In order to categorize J90 and J120 instances according to the number of overflows that the early schedule of each instance has, we consider three levels for RS, that is, 0.2, 0.5 and 0.7 for J90 and two levels of RS, that is, 0.2 and 0.5 for J120. The number of overflows for each instance is calculated by (4)

\[
\text{number of Overflow} = \sum_{t=0}^{T-1} \sum_{r \in R} \chi_r(t), \quad (4)
\]

where

\[
\chi_r(t) = \begin{cases} 
1 & \omega_r(t) > 0, \\
0 & \text{o.w.}
\end{cases}
\]

Table 6 shows the results. For J90, the number of overflows varies in the interval [49, 287] for RS= 0.2; it varies in the interval [17, 163] for RS= 0.5; and it varies in the interval [6, 72] for RS= 0.7. Similarly, for J120, the number of overflows varies in the interval [48, 369] for RS= 0.2; and finally, it varies in the interval [23, 248] for RS= 0.5. The data show an inverse relationship between the level of RS and the number of overflows. As the level of RS decreases, the number of overflows increases. In other words, as expected, the more complex the problem is (RS→ 0), the higher is the number of overflows.

<table>
<thead>
<tr>
<th></th>
<th>RS (J90)</th>
<th>RS (J120)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum number of Overflow</td>
<td>48</td>
<td>17</td>
</tr>
<tr>
<td>Maximum number of Overflow</td>
<td>287</td>
<td>163</td>
</tr>
</tbody>
</table>

The effect of the number of overflows on the solution quality (% instances that the scheduling schemes have been able to solve them with less makespan) of J90 and J120 instances when solved by the bidss (dashed lines) and the trdss (solid lines), is displayed in Figures 1 and 2, respectively. Note that the RS varies from 0.2 to 0.7. Instead of displaying the number of overflows individually, we divided the horizontal axes into four intervals such that the number of instances in each interval is approximately equal. By considering these figures, the following observations are noted.
Irrespective of the level of RS and the number of overflows, the trdss is capable of obtaining better solutions for more instances than the bidss (this is in line with the conclusions of Yousefzadeh et al.). The performance curves of the trdss always stand above the bidss (solid lines stand above-dashed lines).

As the number of overflows decreases, irrespective of the level of RS, no significant difference is observed between the performance of the bidss and the trdss (see the proposition). Note that as expected this is more evident with higher levels of RS.

**Proposition 1** For the instances where the number of overflows is zero, there is no difference between the performance of the bidss and the trdss.

Proof. It is clear that if the number of overflows is zero, then, for all \( r \) and \( t \), we have

\[
\omega_r(t) = \sum_{j \in A(t)} u_{j,r} - a_r \leq 0 \Rightarrow a_r \geq k^\text{peak}_r, \quad \text{for all } r,
\]

that is, there is no resource limitation and both scheduling schemes will schedule the activities in their earliest starting time; therefore the scheduling schemes perform equally well. Furthermore, the resulting feasible makespan is equal to the lower bound, and hence the solution is optimum. □

![Figure 1: Performance of trdss v.s bidss regarding the number of overflows with different RS (J90)](image-url)
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- As mentioned before by decreasing the level of RS, the trdss begins to outperform the bidss. However, this is more evident in instances with a larger number of overflows.

- Irrespective of the level of RS and the number of activities of the instances, as the number of overflows increases, the trdss performs better than the bidss.

![Performance of trdss v.s bidss regarding the number of overflows with different RS (J120)](image)

- The performance gap between the two scheduling schemes widens as the number of overflows increases. We can also observe the same behavior as the number of activities increases. Tables 7 and 8 give the corresponding information. For instance, when RS = 0.2, the performance gap in the interval 1 for J90 is 5.7 and for J120 is 12.9. However, when RS = 0.2 the performance gap in the interval 4 for J90 is 35.3 and for J120 is 35.8.

4.2.2 Average amount of overflows

Apart from the number of overflows, the average amount of overflows can also affect the performance of the scheduling schemes. By considering that there
Table 7: Effect of increasing the number of activities on the trdss and the bidss (RS= 0.2)

<table>
<thead>
<tr>
<th>Intervals</th>
<th>J90</th>
<th>J120</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>bidss</td>
<td>trdss</td>
</tr>
<tr>
<td>1</td>
<td>8.7</td>
<td>14.4</td>
</tr>
<tr>
<td>2</td>
<td>24.8</td>
<td>37.5</td>
</tr>
<tr>
<td>3</td>
<td>23.8</td>
<td>51.6</td>
</tr>
<tr>
<td>4</td>
<td>20.7</td>
<td>56</td>
</tr>
</tbody>
</table>

Table 8: Effect of increasing the number of activities on the trdss and the bidss (RS= 0.5)

<table>
<thead>
<tr>
<th>Intervals</th>
<th>J90</th>
<th>J120</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>bidss</td>
<td>trdss</td>
</tr>
<tr>
<td>1</td>
<td>0.5</td>
<td>6.7</td>
</tr>
<tr>
<td>2</td>
<td>4.9</td>
<td>20.5</td>
</tr>
<tr>
<td>3</td>
<td>7.7</td>
<td>23.3</td>
</tr>
<tr>
<td>4</td>
<td>9.5</td>
<td>39.5</td>
</tr>
</tbody>
</table>

are $M$ overflows in an instance, its average amount of overflows is calculated as $\sum_{r \in R} \sum_{t \in OT} \omega_r(t)/M$, where OT is the set of overflows' time.

As the following, an inverse relation between the value of overflow and the value RS is proved:

Let $r \in R$; then from (3), we have

$$RS_r = \frac{a_r - u_r^{\text{max}}}{k_r^{\text{peak}} - u_r^{\text{max}}},$$

Thus

$$k_r^{\text{peak}} = u_r^{\text{max}} + \frac{a_r - u_r^{\text{max}}}{RS_r}.$$ By the definition of overflow, there is a coefficient like $c_r$ subject to:

Average amount of overflows for resource type

$$r = \sum_{t \in OT} \omega_r(t)/M = k_r^{\text{peak}} \times c_r = \left( u_r^{\text{max}} + \frac{a_r - u_r^{\text{max}}}{RS_r} \right) \times c_r.$$ If let $\varphi_1(r) = c_r u_r^{\text{max}}$ and $\varphi_2(r) = c_r a_r$, then
\[ \sum_{t \in OT} \omega_r(t) / M = \left( \varphi_1(r) + \frac{\varphi_2(r) - \varphi_1(r)}{RS_r} \right). \] (5)

Hence,
\[ M = \sum_{t \in OT} \omega_r(t) \left( \varphi_1(r) + \frac{\varphi_2(r) - \varphi_1(r)}{RS_r} \right) \] (6)

From (6), we can find an inverse relationship between the average amount of overflows and the RS, that is, as RS decreases (suppose that \( \varphi_1(r) \) and \( \varphi_2(r) \) are fixed), the average amount of overflows for the resource type \( r \) increased. Table 9 confirms the mentioned statement. In Table 9, for example, in \( J90 \), the average amount of overflows for RS = 0.2, 0.5, and 0.7 vary in intervals [4.8, 36.3], [4, 23.8], and [3, 14.5], respectively.

The relation between the RS and the average number of overflows is also mentioned in (6).

<p>| Table 9: Effect of RS’s level on mean amount of overflow |
|-----------------------------------------------|-----------------------------------------------|</p>
<table>
<thead>
<tr>
<th>RS ((J90))</th>
<th>RS ((J120))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min average amount of Overflows</td>
<td>4.8 4.0 3.0</td>
</tr>
<tr>
<td>Max average amount of Overflows</td>
<td>36.3 23.8 14.5</td>
</tr>
</tbody>
</table>

From (5) and (6), we can conclude that despite the inverse relation between overflow and the RS, this relation also depends on the topology of networks such as availability of the resource, resource demand, and precedence relation, and so on. Hence the effect of the RS and the overflow for different projects is not the same.

The effect of the average amount of overflows on the performance of the bidss and the trdss is displayed in Figures 3 and 4.

By considering these figures, the following observations are noted:

- In all instances and under different levels of the RS, in both \( J90 \) and \( J120 \), the trdss performs better than the bidss.

- As the average number of overflows increases, the trdss performs better than the bidss, and this becomes more evident when the number of activities increases.

- Both scheduling schemes perform well as the average amount of overflows is decreased.
Figure 3: Effect of average amount of overflows on the trdss and the bidss in J90

Figure 4: Effect of average amount of overflows on the trdss and the bidss in J120
5 Summary and conclusions

In our paper, we tried to address the question: “What are the conditions that are beneficial to move to higher directional scheduling schemes (obtain a feasible solution with less makespan)?” For doing so, we first, by numerical results, showed that the number of the scheduling activities that are being shifted to the left and the separation of the scheduling activities into some groups, are two main factors that reduce the makespan. Based on the experimental results, by considering the number of peaks and the average number of overflows as a new measure, we concluded that the multidirectional scheduling schemes could lead to a feasible solution with quality improvement if the number of directors is increased. As such, the dependence of the quality of the solution to the type of priority rules used can be dampened.
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