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Abstract

Considering a damped wave system defined on a two-dimensional domain, with a dissipative term localized in an unknown subset with an unknown damping parameter, we address the ill-posed shape design problem which consists of optimizing the shape of the unknown subset in order to minimize the energy of the system at a given time. By using a new approach based on the embedding process, first the system is formulated in variational form. Then, by transferring the problem into polar coordinates and defining two positive Radon measures, we represent the problem in a space of measures. Hence, the shape design problem is changed into an infinite linear one whose solution is guaranteed. In this stage, by applying two subsequent approximation steps, the optimal solution (optimal control, optimal region, optimal damping parameter and optimal energy) is identified by a three-phase optimization search technique. Numerical simulations are also given in order to compare this new method with level set algorithm.
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1 Introduction and Problem statement

In many technological situations, a given structure whose optimal position is at rest (for instance), starts to vibrate due to uncontrolled disturbances
which we would like to stop. One possibility, although under ideal conditions, is described in [16] through damping mechanisms. In the literature, the problem of optimal stabilization for the 2-D wave equation has been extensively studied from different perspectives (see for instance, [4], [9] and [13]). The analysis performed by Hebrard et al. highlights the effect of the over-damping phenomenon characteristic of this damped wave equation [2]. Freitas [9] and Lopez [13] solved the mentioned problem in which the dissipation vanishes for large values of the constant damping coefficient. In 2006, Munch et al. used Young measures to solve a similar problem and presented a solution method. In that study, the damping coefficient was fixed and the best unknown internal region was determined by the use of the gradient descend method [15]. In sequence, the best damping coefficient and damping set were determined at different times using the level set method [16].

In this paper, we solve the problem of finding an optimal observation domain $\omega \subset \Omega \subset \mathbb{R}^2$ for general damping wave equations in a new way. We optimize not only the placement but also the shape of $\omega$, over all possible measurable subsets of $\Omega$ having a certain prescribed measure. Such questions are frequently encountered in engineering applications but have rarely been treated from the mathematical point of view. In this regard, for the first time, we consider a shape optimization problem to find the optimal shape and place of a sensor, modeled by a two-dimensional wave equation. The objective is to find the shape of the damping set that minimizes the energy at some given end time (see [18] and [19]).

2 Optimal wave damping problem

Let $\Omega \subset \mathbb{R}^2$ be a domain with piecewise smooth boundary and consider the two-dimensional damping wave equation with Dirichlet boundary conditions. Consider additionally that $\omega$ is a subset of $\Omega$ with positive Lebesgue measure which is independent of time $t \in (0, T)$. The resulting equation for the displacement of the sensor is then ([2] and [16])

$$
\begin{align*}
\ddot{y}_{\omega,a} - \Delta y_{\omega,a} + a(x)\dot{y}_{\omega,a} &= 0, & (x, t) &\in \Omega \times (0, T), \\
y_{\omega,a} &= 0, & (x, t) &\in \partial\Omega \times (0, T), \\
y_{\omega,a}(x, 0) &= y_0(x), & \dot{y}_{\omega,a}(x, 0) &= y_1(x), & x &\in \Omega;
\end{align*}
$$

(1)

here, $a(x) = a_{\chi_{\omega}}(x) \in L^\infty(\Omega, \mathbb{R}^+)$ is a damping function where $a \in \mathbb{R}^+$ is unknown, $\emptyset \neq \omega$ is an unknown region in $\Omega$, $\partial\omega$ is a smooth and simple closed curve boundary which must be identified, $\chi_{\omega}$ is a characteristic function of $\omega$ and $y_0$ and $y_1$ also indicate the initial position and velocity, respectively. In addition, regarding the initial conditions, we assume that:

$$(y_0(x), y_1(x)) \in (H^2(\Omega) \cap H_0^1(\Omega)) \times H_0^1(\Omega),$$
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3 Basic Deformation

In general, it is difficult to identify a classical solution for problem (1); thus attempts have usually been made to find a weak (or generalized) solution of the problem, which is more applicable in our work. The main idea in this replacement is to convert the problem into the variational form. To this end, by multiplying the first equation of system (1) with a function \( \varphi \in H^1_0(\Omega \times (0, T)) \) and using Green’s theorem, to the initial conditions, for each time, one obtains:

\[
\int_{\Omega} y \Delta \varphi \, dx - \int_{\Omega} \varphi \Delta y \, dx = \int_{\partial \Omega} (y \frac{\partial \varphi}{\partial n} - \varphi \frac{\partial y}{\partial n}) \, ds = 0,
\]
therefore \[ \int_{\Omega} y \Delta \varphi \, dx = \int_{\Omega} \varphi \Delta y \, dx; \]

then, we have:

\[ \int_{\Omega} \ddot{y} \varphi \, dx - \int_{\Omega} y \Delta \varphi \, dx + \int_{\Omega} a(x) \dot{y} \varphi \, dx = 0. \quad (3) \]

Integrating both sides of (3) with respect to \( t \) over \([0, T]\) gives:

\[ \int_{0}^{T} \int_{\Omega} \ddot{y} \varphi \, dx \, dt = \int_{0}^{T} \int_{\Omega} y \Delta \varphi \, dx \, dt + \int_{0}^{T} \int_{\Omega} a(x) \dot{y} \varphi \, dx \, dt = 0, \quad (4) \]

Double integrating by parts with respect to \( t \) from the first left expression and integrating the third expression on the left-hand side of (4), we conclude:

\[ \int_{0}^{T} \int_{\Omega} \ddot{y} \varphi \, dx \, dt = \int_{\Omega} [\dot{y}(T) \varphi(T) - \dot{y}(0) \varphi(0) - y(T) \dot{\varphi}(T) + y(0) \dot{\varphi}(0)] \, dx \\
+ \int_{0}^{T} \int_{\Omega} y \ddot{\varphi} \, dx \, dt; \quad (5) \]

\[ \int_{0}^{T} \int_{\Omega} a(x) \dot{y} \varphi \, dx \, dt = \int_{\Omega} a(x) [y(T) \varphi(T) - y(0) \varphi(0)] \, dx - \int_{0}^{T} \int_{\Omega} a(x) y \ddot{\varphi} \, dx \, dt. \]

Now, by substituting the initial conditions of system (1) in (5), we have:

\[ \int_{0}^{T} \int_{\Omega} \ddot{y} \varphi \, dx \, dt = \int_{\Omega} \dot{y}(T) \varphi(T) - y_1(x) \varphi(0) - y(T) \dot{\varphi}(T) + y_0(x) \dot{\varphi}(0) \, dx \\
+ \int_{0}^{T} \int_{\Omega} y \ddot{\varphi} \, dx \, dt; \quad (6) \]

\[ \int_{0}^{T} \int_{\Omega} a(x) \dot{y} \varphi \, dx \, dt = \int_{\Omega} a(x) [y(T) \varphi(T) - y_0(x) \varphi(0)] \, dx - \int_{0}^{T} \int_{\Omega} a(x) y \ddot{\varphi} \, dx \, dt. \]

By applying (6), equation (4) is changed to:

\[ \int_{\Omega} \dot{y}(T) \varphi(T) \, dx - \int_{\Omega} y(T) \dot{\varphi}(T) \, dx - \int_{0}^{T} \int_{\Omega} y \Delta \varphi \, dx \, dt + \int_{\Omega} a(x) y_0(x) \varphi(0) \, dx \]

\[ - \int_{\Omega} a(x) y_0(x) \varphi(0) \, dx - \int_{0}^{T} \int_{\Omega} a(x) y \ddot{\varphi} \, dx \, dt + \int_{\Omega} a(x) y \ddot{\varphi} \, dx \, dt = \int_{\Omega} [y_1(x) \varphi(0) - y_0(x) \dot{\varphi}(0)] \, dx. \quad (7) \]

Moreover, for all \((x, t) \in \partial \Omega \times [0, T]\) by the initial condition, we have \( y(x, t) = 0 \); to apply this condition and using Green’s theorem, we have:

\[ \int_{\partial \Omega} y(x, t) \varphi(x, t) \, nd\sigma = \int_{\Omega} \text{div}(y(x, t) \varphi(x, t)) \, dx = 0. \quad (8) \]

Since the unknown region \( \omega \) must lie in \( \Omega \) and the measure of this unknown region must be non-zero, the set of admissible shapes for problem (1) can be shown as:
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\[ V_L = \{ \omega \subset \Omega : |\omega| = L|\Omega| \}, \quad 0 < L < 1 \quad (9) \]

in which \(|\omega|\) indicates the measure of \(\omega\) and \(L\) is a fixed number. This constraint can be shown by the following integral relation:

\[ \int_{\omega} dx = L \int_{\Omega} dx. \quad (10) \]

4 Expressing the problem in polar system

The mentioned optimal shape design (OSD) problem is defined based on the unknown geometrical pair \((\omega, \partial \omega)\). This pair consists of a measurable set that can be regarded as a nonempty region, and a simple closed curve which is its boundary. Based on the simplicity property of the curve, our OSD problem depends on the geometry which is used. We prefer to solve the appropriate problems in polar coordinates since where \(0 \leq \theta \leq 2\pi\) and \(r \geq 0\), the curve \(r = r(\theta)\) is simple. This simple fact is an essential part in our calculations and also in numerical simulations. Hence, let \(x_1 = r \cos(\theta)\) and \(x_2 = r \sin(\theta)\); then, we have:

\[
\nabla y_T = \left[ \left( \frac{\partial y}{\partial r} \right)^2 + \frac{1}{r^2} \left( \frac{\partial y}{\partial \theta} \right)^2 \right], \quad \Delta y_T = \frac{\partial^2 y}{\partial r^2} + \frac{1}{r} \frac{\partial y}{\partial r} + \frac{1}{r^2} \frac{\partial^2 y}{\partial \theta^2},
\]

and therefore:

\[
E(\omega, a, T) = \frac{1}{2} \int_{\Omega} [||\dot{y}(r, \theta, T)||^2 + \left( \frac{\partial y}{\partial r} \right)^2 + \frac{1}{r} \left( \frac{\partial y}{\partial \theta} \right)^2] r dr d\theta.
\]

Since the nature of \(\Omega\) has not changed, but rather its representation has changed, we use the same symbol and, in the end, the optimal shape is shown in polar coordinates.

Additionally, for every \(\varphi \in H_0^1(\Omega \times (0, T))\), the mentioned constraint in (7) can be represented as:

\[
\int_{\Omega} \dot{y}(T) \varphi(T) r dr d\theta - \int_{\Omega} y(T) \varphi(T) r dr d\theta - \int_0^T \int_{\Omega} y \Delta \varphi r dr d\theta dt + \int_0^T \int_{\Omega} a(r, \theta) y \varphi(T) r dr d\theta - \int_0^T \int_{\Omega} a(r, \theta) y_0(r, \theta) \varphi(0) r dr d\theta
\]

\[ - \int_0^T \int_{\Omega} a(r, \theta) \dot{y} \varphi r dr d\theta dt + \int_0^T \int_{\Omega} y \varphi r dr d\theta dt = \Phi, \quad (11) \]

in which

\[
\Phi = \int_{\Omega} [y_1(r, \theta) \varphi(0) - y_0(r, \theta) \dot{\varphi}(0)] r dr d\theta.
\]

Moreover, equations (8) and (9) can be represented in polar coordinates as:
\[ \int_{\Omega} \text{div}(y(r, \theta, t) \varphi(r, \theta, t)) r dr d\theta = 0, \]
\[ \int_{\omega} r dr d\theta = L \int_{\Omega} r dr d\theta. \]
(12)

Therefore, the problem of obtaining the optimal shape and damping coefficient for minimizing energy in polar coordinates has the following presentation:

\[ \text{Min} : E(\omega, a, T) = \frac{1}{2} \int_{\Omega} \|y(r, \theta, T)\|^2 + \left( \frac{\partial y}{\partial \theta} \right)^2 + \frac{1}{r^2} \left( \frac{\partial y}{\partial r} \right)^2 r dr d\theta, \]
\[ \text{S. to} : \int_{\Omega} \dot{y}(T) \varphi(T) r dr d\theta - \int_{\Omega} y(T) \dot{\varphi}(T) r dr d\theta - \int_{0}^{T} \int_{\Omega} y \Delta \varphi r dr d\theta dt + \int_{\Omega} a(r, \theta) y(T) \varphi(T) r dr d\theta - \int_{\Omega} a(r, \theta) y_{0}(r, \theta) \varphi(0) r dr d\theta \]
\[ - \int_{0}^{T} \int_{\Omega} a(r, \theta) y \dot{\varphi} r dr d\theta dt + \int_{0}^{T} \int_{\Omega} a(r, \theta) \varphi r dr d\theta dt = \Phi; \]
\[ \int_{\Omega} \text{div}(y(r, \theta, t) \varphi(r, \theta, t)) r dr d\theta = 0, \forall \varphi \in H^{1}_{\text{div}}(\Omega \times (0, T)); \]
\[ \int_{\omega} r dr d\theta = L \int_{\Omega} r dr d\theta. \]
(13)

To solve (12), we change the problem and consider a new one with a different formulation. By applying this method, we show how one can obtain the optimal region \( \omega \), optimal damping function \( a(x) \) and the amount of minimized energy simultaneously.

5 Embedding the solution space: metamorphosis

The solution method which is based on an embedding process involves several stages to set up a linear programming problem whose solution converges to the solution of the original problem (see [20]). This is one of the outstanding advantages of this method even for strongly nonlinear problems. Hence, we present a new version of shape measure method to solve the optimal shape design (12). First, by defining a new variational formulation, an optimal control problem equivalent to the original problem is obtained. Then, a measure theoretical approach and a two-stage approximation are used to convert the optimal control problem to a finite dimensional LP. The solution of this LP is used to construct an approximate solution to the original control problem. The proposed approach is practical and accurate enough and its accuracy can be improved as far as desired (see [8]).

5.1 Step 1: Displaying the problem in variational form

In order to transform the optimal shape design into variational form, we need to define some fundamental concepts. The conditions imposed on the functions and sets will serve two important purposes. First, they are reasonable
conditions which are usually met when considering classical problems. Second, they will allow the modification of these classical problems into ones which appear to have some advantages over the classical formulation.

Suppose that \( J = [0, 2\pi] \) and \( A_1 = [0, r_{\Omega}] \) are the domains of variables \( \theta \) and \( r_1 \), respectively. For \( \Omega = J \times A_1 \), let \( V \subseteq \mathbb{R} \) be a given bounded and closed set, and \( A_2 = [0, r_{\Omega}] \).

**Definition 1.** Consider the variable \( r : J^0 \rightarrow A_2 \) as an absolutely continuous trajectory function, where \( J^0 = (0, 2\pi] \); then, we denote the boundary curve of the unknown region \( \omega \) by \( \partial \omega \) which is introduced by:

\[
\partial \omega : r = r(\theta), \quad \theta \in J^0.
\] (14)

**Definition 2.** By supposing that \( r \) is a simple and closed curve and \( U \) is a bounded closed subset in \( \mathbb{R} \), we introduce an artificial control function \( u \) as follows:

\[
u : J^0 \rightarrow U, \\
u(\theta) = \hat{r}(\theta) \equiv g(\theta, r, u),
\]

where \( r(\theta) \in [0, r_{\Omega}] \) and the boundary \( \partial \omega \) is determined by this variable.

**Definition 3.** Let \( S' \) be a bounded closed subset of \( \mathbb{R} \) and function \( Y : \Omega \times [0, T] \rightarrow S' \) be defined in the following way:

\[
Y = \frac{\partial y}{\partial \theta}.
\]

(15)

Since \( y = y(r_1, \theta) \) and \( r_1 = r_1(\theta) \in \Omega \), we can write \( y = y(\theta) \) and \( \theta = \theta(r_1) \). In this case, we have \( \partial y / \partial r_1 = (\partial y / \partial \theta)(\partial \theta / \partial r_1) \) and by introducing \( v : J^0 \rightarrow V \) where \( v = dr_1 / d\theta \), we can write:

\[
\frac{\partial y}{\partial r_1} = \frac{\partial y}{\partial \theta} \frac{1}{v}.
\]

where \( r_1(\theta) \in [0, r_{\Omega}] \) and \( \partial \Omega \) is determined by this variable. From now on, for simplicity we denote \( r_1 \) also with \( r \) by regarding that \( r_1 = r \in \Omega \); hence the derivative of \( r \) in \( \omega \) and \( \Omega \) were shown above by \( u \) and \( v \) respectively.

To identify the relationship between \( r \) and \( v \) as variables, suppose \( E' = J \times A_1 \times V \) and consider \( h \) in \( C^1(E') \), then:

\[
\frac{\partial h}{\partial \theta}(\theta, r, v) = \frac{\partial h}{\partial r}(\theta, r, v) v.
\]

(16)

In the same way, to display the relationship between functions \( y \) and \( Y \) as two variables, we define \( E = J \times S \times S' \) (where \( S \) is the range of \( y \)) and consider \( f \in C^1(E) \); on the basis of \( y = y(r, \theta) \), it is possible to express \( \theta \) according to \( y \) implicitly. Therefore, function \( f(\theta, y, Y) \) can basically be displayed as \( f(\theta, Y) \). That is, \( y \) is not an independent variable of \( f \); hence,
\[ \frac{\partial f}{\partial y}(\theta, Y) = (\frac{\partial f}{\partial \theta}(\theta, Y)).(\frac{\partial \theta}{\partial y}). \]

Now, by regarding (14), we have
\[ \frac{\partial f}{\partial y}(\theta, Y) = (\frac{\partial f}{\partial \theta}(\theta, Y)).(1/Y) \] [3]. Since this relationship is satisfied for every \( f \in C^1(E) \), it can be concluded that:

\[ \int_{\Omega} \frac{\partial f}{\partial y} (\theta, Y) r dr d\theta = \int_{\Omega} \frac{\partial f}{\partial \theta} (\theta, Y) \frac{1}{Y} r dr d\theta, \quad \forall f \in C^1(E). \quad (17) \]

We add this set of constraints to (12) in order to specify the relationship between \( y \) and \( Y \) when they are considered as variables in the problem.

Since our aim is to identify \( \omega \) and its unknown boundary, we prefer to display the constraints of (12) as integrals on the boundary of \( \omega \) as much as we can. Thus, the term on the right-hand side of (6), we have:

\[ \int_{\partial \omega} a(r(x)) y(T) \varphi(T) dr = \int_{\partial \omega} a(r(x)) y_0(x) \varphi(0) dr = \int_{\omega} a(T(T) \varphi(T) - y_0(x) \varphi(0)) dx; \]

Regarding the Green’s theorem:

\[ \int_{\partial \omega} M dx_1 + N dx_2 = \int_{\omega} (\frac{\partial N}{\partial x_1} - \frac{\partial M}{\partial x_2}) dA, \]

suppose \( M = 0 \) and \( N = \int_0^{x_1} a(x(T) \varphi(T) - y_0(x) \varphi(0)) dx_1 \). Considering the fact that \( a(x) = a(x) \), we have:

\[ \int_{\partial \omega} \int_0^{r \cos \theta} [y(T) \varphi(T) - y_0(r, \tau) \varphi(0)](r \cos \tau - r \sin \tau)(r \sin \tau + r \cos \tau) dr d\tau. \]

Also, the area constraint (9) can be presented as:

\[ \frac{1}{2} \int_{\partial \omega} r^2 dr d\theta = L \int_{\Omega} r dr d\theta = L \int_0^T \int_{\Omega} r dr d\theta. \]

The independency of the objective function from \( t \) results in:

\[ E(\omega, a, T) = \frac{1}{2T} \int_0^T \int_{\Omega} [\ddot{y}(r, \theta, T)]^2 + (\frac{1}{v^2} + \frac{1}{r^2})Y^2 dr d\theta dt. \quad (19) \]

Now, by substituting (17) into (10) for every \( \varphi \in H_0^1(\Omega \times (0, T)) \), we have:

\[ \int_0^T \int_{\Omega} \ddot{y}(T) \varphi(T) r dr d\theta dt - \int_0^T \int_{\Omega} y(T) \ddot{\varphi}(T) r dr d\theta dt - \int_0^T \int_{\Omega} y \Delta \varphi r dr d\theta dt + \int_{\partial \omega} a \int_0^{r \cos \theta} [y(T) \varphi(T) - y_0(r, \tau) \varphi(0)](r \cos \tau - r \sin \tau)(r \sin \tau + r \cos \tau) dr d\tau
\]

\[ - \int_0^T \int_{\Omega} a(r, \theta) \ddot{y} \varphi dr d\theta dt + \int_0^T \int_{\Omega} y \ddot{\varphi} r dr d\theta dt = \Phi. \]

Integrating (11), (15) and (16) over \([0, T]\) implies that:
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\begin{align*}
\int_0^T \int_{\Omega} \text{div}(y(r, \theta, t) \varphi(r, \theta, t)) r dr dt = 0, \quad \forall \varphi \in H^1_0(\Omega \times (0, T)); \\
\frac{1}{T} \int_0^T \int_{\Omega} \frac{\partial f}{\partial y}(r, \theta) r dr dt = \frac{1}{T} \int_0^T \int_{\Omega} \frac{\partial f}{\partial \varphi}(r, \theta) r dr dt, \quad \forall f \in C^1(E); \\
\frac{1}{T} \int_0^T \int_{\Omega} \frac{\partial f}{\partial \varphi}(\theta, r, v) r dr dt = \frac{1}{T} \int_0^T \int_{\Omega} \frac{\partial f}{\partial \varphi}(\theta, r, v) v r dr dt, \quad \forall h \in C^1(E').
\end{align*}

Therefore, problem (12) can be displayed in a new variational form as follows:

\begin{align*}
\text{Min} : & \quad E(\omega, a, T) = \frac{1}{2T} \int_0^T \int_{\Omega} \left[ \left( \frac{1}{r^2} + \frac{1}{r^2} \right) Y^2 \right] r dr dt \\
\text{S. to} : & \quad \frac{1}{T} \int_0^T \int_{\Omega} \text{div}(y(r, \theta, t) \varphi(r, \theta, t)) r dr dt = 0, \quad \forall \varphi \in H^1_0(\Omega \times (0, T)); \\
& \quad \frac{1}{T} \int_0^T \int_{\Omega} \frac{\partial f}{\partial y}(r, \theta, t) r dr dt = \frac{1}{T} \int_0^T \int_{\Omega} \frac{\partial f}{\partial \varphi}(r, \theta, t) r dr dt, \quad \forall f \in C^1(E); \\
& \quad \frac{1}{T} \int_0^T \int_{\Omega} \frac{\partial f}{\partial \varphi}(\theta, r, v) r dr dt = \frac{1}{T} \int_0^T \int_{\Omega} \frac{\partial f}{\partial \varphi}(\theta, r, v) v r dr dt, \quad \forall h \in C^1(E'); \\
& \quad \frac{1}{T} \int_0^T \int_{\Omega} y(T) \varphi(T) r dr dt = \frac{1}{T} \int_0^T \int_{\Omega} y(T) \varphi(T) r dr dt \\
& \quad \frac{1}{T} \int_0^T \int_{\Omega} y(T) \varphi(T) r dr dt = \frac{1}{T} \int_0^T \int_{\Omega} y(T) \varphi(T) r dr dt \\
& \quad \frac{1}{T} \int_0^T \int_{\Omega} y(T) \varphi(T) r dr dt = \frac{1}{T} \int_0^T \int_{\Omega} y(T) \varphi(T) r dr dt \\
& \quad \frac{1}{T} \int_0^T \int_{\Omega} y(T) \varphi(T) r dr dt = \frac{1}{T} \int_0^T \int_{\Omega} y(T) \varphi(T) r dr dt \\
& \quad \frac{1}{T} \int_0^T \int_{\Omega} y(T) \varphi(T) r dr dt = \frac{1}{T} \int_0^T \int_{\Omega} y(T) \varphi(T) r dr dt \\
& \quad \frac{1}{T} \int_0^T \int_{\Omega} y(T) \varphi(T) r dr dt = \frac{1}{T} \int_0^T \int_{\Omega} y(T) \varphi(T) r dr dt \\
& \quad \frac{1}{T} \int_0^T \int_{\Omega} y(T) \varphi(T) r dr dt = \frac{1}{T} \int_0^T \int_{\Omega} y(T) \varphi(T) r dr dt \\
& \quad \frac{1}{T} \int_0^T \int_{\Omega} y(T) \varphi(T) r dr dt = \frac{1}{T} \int_0^T \int_{\Omega} y(T) \varphi(T) r dr dt \\
& \quad \frac{1}{T} \int_0^T \int_{\Omega} y(T) \varphi(T) r dr dt = \frac{1}{T} \int_0^T \int_{\Omega} y(T) \varphi(T) r dr dt \\
& \quad \frac{1}{T} \int_0^T \int_{\Omega} y(T) \varphi(T) r dr dt = \frac{1}{T} \int_0^T \int_{\Omega} y(T) \varphi(T) r dr dt \\
& \quad \frac{1}{T} \int_0^T \int_{\Omega} y(T) \varphi(T) r dr dt = \frac{1}{T} \int_0^T \int_{\Omega} y(T) \varphi(T) r dr dt \\
& \quad \frac{1}{T} \int_0^T \int_{\Omega} y(T) \varphi(T) r dr dt = \frac{1}{T} \int_0^T \int_{\Omega} y(T) \varphi(T) r dr dt \\
& \quad \frac{1}{T} \int_0^T \int_{\Omega} y(T) \varphi(T) r dr dt = \frac{1}{T} \int_0^T \int_{\Omega} y(T) \varphi(T) r dr dt \\
& \quad \frac{1}{T} \int_0^T \int_{\Omega} y(T) \varphi(T) r dr dt = \frac{1}{T} \int_0^T \int_{\Omega} y(T) \varphi(T) r dr dt
\end{align*}

Now, by determining a suitable control function, we rewrite the problem in the form of an optimal control problem.

5.2 Step 2: Embedding into measure space

By considering the pair of functions \((r, y)\) as the trajectory and the triple \((u, v, Y)\) as the control vector, problem (25) can be considered as an optimal control problem. In this manner, we need to present the following definition:

**Definition 4.** Quintuplet \(p = (r, u, v, y, Y)\) is called admissible when it satisfies the following conditions:

1. The control functions \(u\), \(v\) and \(Y\) are bounded and continuous and take their values on compact sets \(U\), \(V\) and \(S'\);
2. \(r\) is a differentiable function and \(r(0) = r(2\pi)\);
3. \(y\) is the bounded solution of the linear damped wave system (1);
4. The relations (15) and (16) are satisfied.

The set of all admissible quintuplets is denoted by \(P\). We also suppose that \(P\) is nonempty; in other words, we suppose that the system is controllable (This can be seen in [20], for instance).
Let $D = [0, T] \times J \times A_1 \times S \times S' \times V$ and $D' = J \times A_2 \times U$; for any admissible quintuplets in $P$, we define the linear, positive and bounded functionals $\Lambda_P$ and $\Gamma_P$ on $C(D)$ and $C(D')$ in the following way:

$$
\Gamma(F) = \int_0^T \int_\Omega F(t, \theta, r, v, Y) dr \, dt, \quad \forall F \in C(D);
$$

$$
\Lambda(G) = \int_{\partial \omega} G(\theta, r, u) d\theta, \quad \forall G \in C(D');
$$

(21)

Since $\mathbb{R}^6$ is a locally compact space, by the Heine-Borel theorem ([21]), $D \subset \mathbb{R}^6$ is a compact Hausdorff space. Also, for the same reason, $D'$ is a Hausdorff compact space. Therefore, for every given $p$, Riesz representation theorem ([22]) indicates uniquely two positive Radon measures, $\mu_P$ and $\lambda_P$, so that:

$$
\Gamma_P(F) = \int_D F d\mu_P \equiv \mu_P(F), \quad \forall F \in C(D);
$$

$$
\Lambda_P(G) = \int_{D'} G d\lambda_P \equiv \lambda_P(G), \quad \forall G \in C(D');
$$

(22)

Consequently, any admissible quintuplets can be displayed as (27) by a unique pair of measures, say $(\mu_P, \lambda_P)$, in a subset $M(D) \times M(D')$, where $M^+(X)$ is the set of all positive Radon measures on $X$. Therefore, one can transfer problem (25) into a measure space by:

$$
(r, u, v, Y) \in P \longmapsto (\mu_P, \lambda_P) \in M(D) \times M(D').
$$

It was proved by Rubio (1986) that such a transformation is an injection. To achieve something new, we enlarge the underlying space and consider the problem of finding a minimizer pair of measures, say $(\mu^*, \lambda^*)$, on the space of all positive related Radon measures which are just satisfied to the conditions of (25) (Not just those that are induced from Riesz Representation theorem). Therefore, our method is somehow global.

We now characterize some properties of admissible pairs. Suppose $B$ is an open disc in $\mathbb{R}^2$ that includes $J \times A_2$; consider $C'(B)$ as the space of real-valued continuously differentiable functions on $B$. Then, for every $\phi$ in $C'(B)$, we define:

$$
\phi^\theta(\theta, r, u) = \phi_r(\theta, r) u + \phi_\theta(\theta, r), \quad \forall (\theta, r, u) \in D'.
$$

Then, since the boundary $\partial \omega$ is a closed and simple curve, we have:

$$
\int_j \phi^\theta(\theta, r, u) d\theta \equiv \int_j \phi^\theta(\theta, r) d\theta = d_\phi, \quad \forall \phi \in C'(B),
$$

(23)

where $d_\phi = \phi(2\pi, r_d) - \phi(0, r_d)$, is still unknown since $r_d$ in $(0, r_d) = (2\pi, r_d)$, which is the initial and final point of the closed curve $\omega$, is unknown. We will explain later that it would be characteristic (see Section (6)).

Let $D(J^0)$ be the space of infinitely differentiable real-valued functions with compact support in $J^0$. Define
The same situation arises for another special choice of functions in $C$:
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then,

$$\int \psi^2(\theta, r, u) d\theta = r(2\pi)\psi^2(2\pi) - r(0)\psi^2(0) = 0, \forall \psi \in D(J^o).$$  \hspace{1cm} (24)

The same situation arises for another special choice of functions in $C'(B)$ which are only dependent on variable $\theta$, denoted by $C_1(D')$. Thus, for $\phi(\theta, r, u) \equiv \nu(\theta)$, we can have:

$$\int \nu(\theta) d\theta = a_\nu, \forall \nu \in C_1(D'),$$  \hspace{1cm} (25)

where $a_\nu$ is the Lebesgue integral of $\nu$ over $J$.

Regarding the famous properties of admissible quintuplets in $P$ which are looked at in (28), (29) and (25), and the definitions of the pair of measures $(\mu, \lambda)$ in (21), problem (25) can now be displayed as follows in which the measures $\lambda$ and $\mu$ are its unknown variables:

$$\text{Min : } E(\mu, \lambda) = \mu \left( \frac{\partial}{\partial r} \left[ \frac{1}{T} \dot{y}(r, \theta, T) \right]^2 + \left( \frac{1}{T} \right)^2 Y^2 \right)$$

subject to:

$$\lambda(\psi^2(\theta, r, u)) = 0, \forall \psi \in D(J^o);$$

$$\lambda(\nu(\theta)) = a_\nu, \forall \nu \in C_1(D');$$

$$\lambda (\frac{1}{T} r^2) = L\mu (\frac{1}{T} r),$$

$$\mu (\frac{\partial^2}{\partial r^2} \psi(\theta, r, u)) = \mu (\frac{\partial^2}{\partial r^2} \psi(\theta, r, u)) + r, \forall \psi \in C^1(E);$$

$$\mu (\frac{\partial^2}{\partial r^2} (\theta, r, v) r) = \mu (\frac{\partial^2}{\partial r^2} (\theta, r, v) r) + \forall h \in C^1(E');$$

$$\mu (\text{div}(y(r, \theta, r) \psi(r, \theta, t) r)) = 0, \forall \psi \in H^1_0(\Omega \times (0, T));$$

$$\mu (\frac{\partial}{\partial T} y(T) \psi(T) r) = \mu (\frac{\partial}{\partial T} y(T) \psi(T) r) - \mu (y \Delta \psi) - \mu (a(r, \theta) g \psi) + \mu g \psi r)
+ \lambda \left( \int_0^{\cos \theta} (y(T) \psi(T) - y_0 \psi(0)) \right) - \lambda \left( r \sin \tau + r \cos \tau \right) d\tau = \Phi;$$  \hspace{1cm} (26)

We remind that the theoretical measure problem (26) is linear even though the initial problem is highly nonlinear.

The space $M^+(D) \times M^+(D')$ is a linear space which will become a locally convex topological vector space when it gives the weak* topology. This can be defined by the family of semi-norms $(\mu, \lambda) \mapsto |\mu(F)| + |\lambda(G)|$ for $F \in C(D)$, $G \in C(D')$ and $\epsilon > 0$, which can be on the basis of a family of neighborhoods of zero for $M^+(D) \times M^+(D')$. This family is defined by:

$$U_{\epsilon} = \{(\mu, \lambda) \in M^+(D) \times M^+(D') : |\mu(F_j)| + |\lambda(G_j)| < \epsilon, j = 1, 2, ..., n\}$$
and makes a basis for a weak* topology on the space $M^+(D) \times M^+(D')$ (Many properties of this topology can be found in the literature such as [24]). In this way, $M^+(D) \times M^+(D')$ under this topology is a Hausdorff space ([21]).

The proof of the following theorems can be found in [6], [7] and [20].

**Theorem 1.**

a) $Q \subseteq M^+(D) \times M^+(D')$ is compact under the weak* topology on $M^+(D) \times M^+(D')$

b) The objective function $E(\mu, \lambda)$ in problem (26) is continuous.

c) There exists a pair of measures $(\mu^*, \lambda^*)$ which are optimal for (26) in the set $Q \subseteq M^+(D) \times M^+(D')$; that is, for every $(\mu, \lambda) \in Q$, we have:

\[ E(\mu^*, \lambda^*) \leq E(\mu, \lambda). \]

Even though (26) has an optimal solution in $Q$, it is still very difficult to obtain the exact solution since the underlying spaces are not finite-dimensional, the number of equations is not finite and the unknowns are measures. Therefore, it is completely acceptable to seek for a suboptimal solution. Thus, first, by choosing suitable dense subsets in the appropriate spaces and then, by choosing a finite number of them, the problem is approximated by a semi-finite linear programming.

5.3 Identifying a nearly optimal solution

It is possible to approximate the solution of problem (26) by the solution of a finite-dimensional linear one of sufficiently large dimensions. Besides, by increasing the dimension of the problem, the accuracy of the approximation can be increased. First, we consider the minimization of (26) not only over set $Q$, but also over its subset called $Q(M_1, M_2, ..., M_7)$ and defined by only a finite number of constraints to be satisfied. This will be achieved by choosing countable sets of functions whose linear combinations are dense in appropriate spaces and then by selecting a finite number of constraints. Let $\{\phi_i : i \in N\}, \{\psi_i : i \in N\}, \{\nu_i : i \in N\}, \{\varphi_i : i \in N\}, \{f_i : i \in N\}$ and $\{h_i : i \in N\}$ be countable dense (in the topological convergence sense) sets in spaces $C'(B), D(J^o), C_1(D'), H^1_0(\Omega \times (0, T)), C^1(E)$ and $C^1(E')$, respectively. By choosing a finite number of functions in each set, the solution of (29) can be approximated by the solution of the following one:
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$$\min : \quad E(\mu, \lambda) = \mu \left( \frac{1}{\pi r} |y(r, \theta, T)|^2 + \left( \frac{1}{\pi T} + \frac{1}{\pi} \right) Y^2 \right)$$

subject to:

$$\lambda(\phi^i_k(\theta, r, u)) = \lambda_{\phi_k} \quad k = 1, 2, ..., M_1;$$

$$\lambda(\psi^k_l(\theta, r, u)) = 0, \quad l = 1, 2, ..., M_2;$$

$$\lambda(\psi(\theta)) = a_s \quad s = 1, 2, ..., M_3;$$

$$\lambda(1/2r^2) - L\mu(1/4r) = 0,$$

$$\mu(F_i) = 0, \quad i = 1, 2, ..., M_4;$$

$$\mu(G_j) = 0, \quad j = 1, 2, ..., M_5;$$

$$\mu(H_j) = 0, \quad j = 1, 2, ..., M_6;$$

$$\mu(L_i) = 0, \quad i = 1, 2, ..., M_7;$$

$$\mu(P_i) + \mu(Q_i) + \mu(N_i) = \Phi_i,$$

$$i = 1, 2, ..., M_7,$$

where

$$F_i = \text{div}(g(r, \theta, t)\phi_r(r, \theta, t))r, \quad G_j = \frac{1}{T} \frac{\partial f_j}{\partial y}r,$$

$$H_j = \frac{1}{T} \frac{\partial f_j}{\partial \theta} r, \quad I_j = \frac{1}{T} \frac{\partial h_j}{\partial \theta}(\theta, r, v) r,$$

$$K_j = \frac{1}{T} \frac{\partial h_j}{\partial \theta} r; \quad L_i = \frac{1}{T} \frac{\partial T}{\partial \theta} \phi(T)r,$$

$$P_i = \frac{1}{T} y(T)\phi_r(T)r, \quad Q_i = y\Delta \phi_i r,$$

$$R_i = a(r, \theta) y\phi_r r, \quad N_i = y\phi_r r,$$

$$T_i = a \int_0^{\text{cos} \theta} [y(T)\phi_1(T) - y(0, r)\phi_1(0)](\text{cos}r - \text{sin}r)(\text{cos}r + \text{sin}r) dr.$$

The density property of the selected sets in (27) causes its solution to tend to the solution of (26) when $M_1, M_2, ..., M_7 \to \infty$; thus, if numbers $M_1, ..., M_7$ are selected large enough, (27) is a good approximation of our main problem. Now, the number of constraints of the problem is finite, but the problem is still infinite since the underlying space is a subspace of measures. It would be more convenient if we could approximate the solution just by a solution of a simple finite LP. This is precisely our main attention.

Fakharzadeh et al. (1999) presented that the pair of the optimal measures of (25) are in the form of $\lambda^* = \sum_{m=1}^{M} \beta^*_m \delta(z^*_m)$ and $\mu^* = \sum_{n=1}^{N} \alpha^*_n \delta(Z^*_n)$ in which $Z^*_n$ and $z^*_m$ belong to dense subsets of $D$ and $D'$, respectively; moreover, $\delta(t)$ is a unitary atomic measure with support at the singleton set $t$. Substituting these forms in (27), it might seem that the problem has been made even more difficult, since, it is transformed into a non-linear one. But, if function $E(\mu, \lambda)$ can be minimized only with respect to the coefficients $\alpha^*_n$ and $\beta^*_m$, it will be turned to a linear programming problem. In other words, the solution can be obtained approximately by solving just the simple finite linear programming like below. If one chooses the points $Z^*_n$ and $z^*_m$ from the dense subsets of $D$ and $D'$, this fact could be achieved in the second step of our approximation. (see [6] for more details):
Min : \( E(\alpha, \beta, u, r_{d_k}) = \sum_{n=1}^{N} \alpha_n \Theta(Z_n) \)

\[ S. \text{to : } \sum_{m=1}^{M} \beta_m \phi_k^m(z_m) = d_{\phi_k}, \quad k = 1, 2, ..., M_1; \]
\[ \sum_{m=1}^{M} \beta_m \psi^m_l(z_m) = 0, \quad l = 1, 2, ..., M_2; \]
\[ \sum_{m=1}^{M} \beta_m \nu_s(z_m) = a_s, \quad s = 1, 2, ..., M_3; \]
\[ \sum_{m=1}^{M} \beta_m \frac{1}{2} r^2_m - (\frac{1}{2})L \sum_{n=1}^{N} \alpha_n r_n = 0, \]
\[ \sum_{n=1}^{N} \alpha_n F_i(Z_n) = 0, \quad i = 1, 2, ..., M_4; \]
\[ \sum_{n=1}^{N} \alpha_n G_j(Z_n) - \sum_{n=1}^{N} \alpha_n H_j(Z_n) = 0, \quad j = 1, 2, ..., M_5; \]
\[ \sum_{n=1}^{N} \alpha_n I_j(Z_n) - \sum_{n=1}^{N} \alpha_n K_j(Z_n) = 0, \quad j = 1, 2, ..., M_6; \]
\[ \sum_{n=1}^{N} \alpha_n [L_i(Z_n) - P_i(Z_n) - Q_i(Z_n) - R_i(Z_n) + N_i(Z_n)] \]
\[ + \sum_{m=1}^{M} \beta_m T_i(z_m) = \Phi_i, \quad i = 1, 2, ..., M_7; \]
\[ \alpha_n \geq 0, \quad n = 1, 2, ..., N; \]
\[ \beta_m \geq 0, \quad m = 1, 2, ..., M. \]  \( (28) \)

Here, we defined \( \Theta(Z) = (r/2T)[\ddot{y}(r, \theta, T)^2 + (1/v^2 + 1/r^2)Y^2]. \) Problem (28) is still non-linear because \( R_i \) and \( T_i \) are functions of the damping coefficient and \( d_{\phi_k} \) is unknown since the constant point \((0, r_{d_k}) \) of \( \omega \) is unknown. Now, by using simultaneous three-phase search techniques for (28), the optimal damping coefficient, \( r(0) = r(2\pi) = r_{d_k}, \) and the optimal coefficients \( \alpha^*_1, ..., \alpha^*_N, \beta^*_1, ..., \beta^*_M \) would be found as explained in next section. Thus, one is able to construct the pair of optimal shape and control function in the manner which has been explained in \( [8], [7]. \)

6 Algorithm

To apply the mentioned method for solving problem (1) practically, here we present an algorithmic path for the solution procedure. Regarding the previous statements, we are able to identify the optimal control and optimal region by using the following 4 steps algorithm:

**Step 1:** The given sets \([0, T], J, A_1, S, S' \) and \( V \) which form \( \Omega \) are divided into \( n_1, n_2, n_3, n_4, n_5 \) and \( n_6 \) equal parts, and the sets \( J, A_2 \) and \( U \) which form \( \omega \) are divided into \( m_1, m_2 \) and \( m_3 \) equal parts, respectively; so that, the \( N = n_1, n_2, n_3, n_4, n_5, n_6 \), the number of 6-dimensional cells, and the \( M = m_1, m_2, m_3 \), the number of 3-dimensional cells in the related spaces are obtained. Then, in each of these 6-dimensional and 3-dimensional cells arbitrary points \( Z_i = (t_i, \theta_i, r_i, y_i, Y_i, u_i) \) and \( z_j = (\theta_j, r_j, u_j) \) are selected respectively.
Step 2: For fixed numbers $M_1, M_2, M_3$, we select $M_1$ number of $\phi^0_i(z)$, $M_2$ of $\psi^0_i(z)$, $M_3$ of $\nu_i(z)$, and for fixed numbers $M_4, M_5, M_6, M_7$, we define $M_4$ number of $F_j(Z)$, $M_5$ of $G_j(Z)$ and $H_j(Z)$, $M_6$ of $I_j$ and $K_j$ and $M_7$ of $L_i, P_i, Q_i, R_i, N_i$ and $T_i$ functions, respectively. Now, one is able to set up the finite linear programming (28) with $N + M$ variables and $M_1 + M_2 + ... + M_7$ constraints, which is dependent on the variables $a$ and $r_d$.

Step 3: To solve problem (1), we use an iterative method with two inner loops and apply a three-phase optimization approach. In the first loop by giving a fixing the amount of $a$, the function $J_{1a} : [0, 1] \rightarrow \mathbb{R}$ defined by $J_{1a}(r_d) = E^*(\alpha, \beta, r_d)$ is set up. Then, in the second loop, this function is minimized by the use of a standard minimization technique (like a line search method) as one of the optimization approaches. We remind that in each function, in calculating the standard minimization technique, its related LP (28) should be solved (one of the optimization phases).

If the minimizer of $J_{1a}$ is called $r^*_{da}$ with the optimal value $J^*_{1a}(r^*_{da}) \equiv E^*(\alpha, \beta, a, r^*_{da})$, one is able to set up the function $J_2 : [0, 1] \rightarrow \mathbb{R}$ by $J_2(a) = J^*_{1a}(r^*_{da})$ in the first loop, use a search technique as the last phase of the optimization approach, determine the optimal damping coefficient, say $a^*$, with the optimal value of energy $J^*_2(a^*) \equiv E^*(\alpha, \beta, a^*, r^*_{da})$. In this manner, the damping coefficient, the value of the energy of the system and the coefficients $\alpha's$ and $\beta's$ are simultaneously and optimally determined.

Remark 1. In each stage where alternative optimal cases happen, it suffices to select one arbitrarily.

Step 4: Regarding [20], [8] and [7], for the optimal values $\alpha^*_1, \alpha^*_2, ..., \alpha^*_N$, $\beta^*_1, \beta^*_2, ..., \beta^*_n$ obtained from Step 3, the optimal control and the optimal region are determined through the following instructions:

i) Let $\theta_0 = 0$ and $\theta_i = \theta_{i-1} + \beta^*_i$ for $i = 1, 2, ..., M$.
ii) For $\theta \in [\theta_{i-1}, \theta_i]$, set $u^*(\theta) = \bar{u}_i$, where, $\bar{u}_i$ is the related component associated with point $z_i$. In this manner, according to [20], the nearly optimal control can be constructed as a piecewise constant function.
iii) Let $r_0 = r_{2\pi} = r_d$, using the differential equation $u(\theta) = \dot{r}(\theta)$, we take the following difference equation:

$$r_i = r_{i-1} + (\theta_i - \theta_{i-1}) \cdot \bar{u}_i, \quad i = 1, 2, ..., M.$$  

Therefore, $M$ number points $(\theta_i, r_i), i = 1, 2, ..., M$ of the nearly optimal region are determined. Using curve fitting or connecting them by line segments, we demonstrate the approximated optimal region.

Theorem 2. If the used minimization techniques used in Step 3 of the
above algorithm are convergent, then the algorithm converges to the optimal solution of (1) when $M, N, M_1, M_2, \ldots, M_7$ tend to infinity.

Proof. The proof of this theorem is given in Appendix A.

7 Examples

Now, to show the efficiency of our method and to explain how it works, we solve two numerical examples. It is worth mentioning that these examples are taken from [17] and [15] as well as from other studies cited by them in order for the readers to be able to compare the two methods.

Example 1: By defining $\Omega = (0,1) \times (0,1)$ and selecting $a = 10$ (constant), problem (1) was solved by Munch (2009) by the level set method. To apply this method, the author used the gradient descend method and also supplied some necessity relations by applying the finite difference method. In this manner, he used an initial shape to determine the optimal solution. We must mention that this approach is very time-consuming and the resulting optimal shape is also dependent on the number of iterations as shown on Page 25 of [17]. As it is also mentioned in Sub-section 5.1.2 Page 24, the results of the problem for variable $a$, depend on the initial shape. Moreover, in this case, the local minima have been obtained which are also completely dependent on the initial shape (Page 34 of [17]).

For the chosen initial conditions:

\[
\left\{ \begin{array}{l}
y_0(\theta, r) = 100 \sin(\pi r \cos \theta) \sin(\pi r \sin \theta), \\
y_1(\theta, r) = 0, \quad (\theta, r) \in \Omega = J \times A_1,
\end{array} \right.
\]

The optimal value obtained by Munch (2009) for $a = 10$ and $T = 2$ was mentioned as $E(\omega, a, T) = 88.17$, and for $a = 10$ and $T = 1$, $E(\omega, a, T) = 249.10$.

We considered the same condition as above, and additional conditions that are needed for our method as follows:

\[
y(T = 1) = \dot{y}(T = 1) = 1.
\]

We supposed $L = 0.11164$, the area of the unknown region $\omega$ was equal to 0.7 and $(0, r_{d_0})$ was a boundary point of $\omega$ which was determined optimally in domain $\Omega$ as mentioned in Step 3. Then, by selecting the following functions and setting them in (28) for $M_1 = 2, M_2 = 10, M_3 = 10, M_4 = M_5 = M_6 = M_7 = 2$, we set up the corresponding LP with:

\[
\phi_1^0(\theta, r, u) = 2\theta u + r^2; \quad \phi_2^0(\theta, r, u) = 2ru;
\]
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\[ \psi_i(\theta) = \sin(l\theta), \quad l = 1, 2, \ldots, 5; \psi_{i'}(\theta) = (1 - \cos(l'\theta)), \quad l' = 1, 2, \ldots, 5; \]

\[ J_s = \int_{-\pi/10}^{\pi/10} \frac{2\pi s}{10}, \quad a_s = \int_{J_s} d\theta = \frac{2\pi}{10}, \quad s = 1, 2, \ldots, 10. \]

The functions introduced in (27), which expressed the relationship between \(y\) and \(Y\) and also between \(r\) and \(\nu\), were determined as below:

\[ F_1(\theta, y, Y) = \theta y, \quad F_2(\theta, y, Y) = \theta^2 y, \quad G_1(\theta, y, Y) = r \theta, \]
\[ G_2(\theta, y, Y) = \theta^2 r, \quad H_1(\theta, y, Y) = \frac{\partial y}{\partial \theta}, \quad H_2(\theta, y, Y) = 2r \theta y, \]
\[ h_1(\theta, r, v) = \theta r, \quad h_2(\theta, r, v) = \theta r v, \quad I_1(\theta, r, v) = r^2, \]
\[ I_2(\theta, r, v) = r^2 v, \quad K_1(\theta, r, v) = \theta r v, \quad K_2(\theta, r, v) = r \theta v^2. \]

Also, for \(i = 1, 2\) we selected \(\varphi_i = r^i \sin(i\theta)\); therefore:

\[ \begin{align*}
\varphi_i(T) &= r^i \sin(i\theta), \varphi_i = r^i \sin(i\theta), \\
\dot{\varphi}_i &= 0, \\
\Delta \varphi_i &= \frac{\partial^2 \varphi_i}{\partial \theta^2} + \frac{1}{r} \frac{\partial \varphi_i}{\partial \theta} + \frac{1}{r^2} \frac{\partial^2 \varphi_i}{\partial \theta^2} \\
&= (i(i - 1) + i - 1) r^{i-2} \sin(i\theta) = 0.
\end{align*} \]

Thus the functions in (27) were illustrated as:

\[ \begin{align*}
L_i &= r^{i+1} \sin(i\theta), \\
P_i &= r^{i+1} \sin(i\theta), \\
Q_i &= 0, \\
R_i &= ar r^{i+1} \sin(i\theta) \\
T_i &= a_i [(r^{i+1}u - \frac{2i}{r^2 - 4}) - \frac{\cos((i+2)\cos\theta)}{\sin(i-2)\cos\theta} + \frac{\cos((i-2)\cos\theta)}{\sin(i+2)\cos\theta}] \\
N_i &= 0;
\end{align*} \]

since:

\[ T_i = a \int_{\cos\theta}^{\cos\theta} [y(T)\varphi_i(T) - y_0(r, \tau)\varphi_i(0)](\dot{r} \sin \theta + r \cos \theta)(\dot{r} \cos \theta - r \sin \theta) d\tau \]
\[ = a \int_{\cos\theta}^{\cos\theta} [r \sin(i\tau)](u \sin \tau + r \cos \tau)(u \cos \tau - r \sin \tau) d\tau \]
\[ = a \int_{\cos\theta}^{\cos\theta} [r \sin(i\tau)](ru \cos 2\tau + (u^2 - r^2)(\cos \tau)(\sin \tau)) d\tau \]
\[ = a \int_{\cos\theta}^{\cos\theta} [(i+1)u \sin(i\tau) \cos 2\tau + (u^2 - r^2)(i\sin(i\tau) \cos \tau \sin \tau)] d\tau \]
\[ = a \left( \left[ \frac{1}{2} \right] (i+1)u (\cos((i+2)\tau) + \cos((i-2)\tau)) + \frac{(i+1)u}{4} \right) \right]_{\cos\theta}^{\cos\theta}. \]

By dividing each of intervals \([-0.1, 0.1]\) and \([-0.2, 0.2]\) into ten, \(A_1 = [0, \sqrt{2}]\) and \(S = [-2, 2]\) into five, \(S' = [-2, 2]\) into four, \(V = [-1, 1]\) and \(A_2 = [0, 1]\) into ten and \(U = [-0.6, 0.6]\) into eleven equal parts, we selected \(N = 10^5\) points.
For a fixed $a = 10$, using HBM (Honey-Bee-Method) (see [1]) and the modified Simplex method from MATLAB 7.6, we obtained the nearly optimal artificial control (see Figure 1), shape (Figure 2), point (0, $r_d^a = 0.35$) and the also energy value as 175.9.

Comparing with [17], we found that the optimal value of energy obtained by using shape measure method was less, while the obtained optimal regions were mostly approximately the same. Additionally, our method took less time and the obtained optimal region was independent from the number of iterations.
Example 2: In this example, we obtained the optimal value of $a$ and $\omega$ simultaneously. As mentioned by Munch et al. (2006), in spite of the initial conditions being symmetrical, for large values of $a$, the obtained optimal domain might be non-symmetrical but the value of energy would be less.

Consider the two-dimensional damped wave equation (1) which is expressed on a cyclic domain with center at origin and radius as $\sqrt{2}$ in time interval $[0, 1]$. The aim was to obtain the optimal region $\omega$, with a known area in the circle such that energy of the system was minimized in the final time. The conditions were given same as Example 1, while $a$ was variable and supposed to be optimally determined.

With the same action as Example 1 to set up the related linear programming (29), the random search method was applied to obtain the optimal value of $J_{1a}$. Also, the optimal value of function $J_2$ was determined by using the HBM. In this manner, the obtained results were as follows:

The optimal damping coefficient $a^* = 24.3624$, $r_{da}^* = 0.5469$ and the value of the optimal objective function was 0.101. The optimal (artificial) control and the optimal region $\omega$ are shown in Figures 3 and 4.

In Section 5.1.4 of [17] for $T = 1$, $a = 29.09$ and by 2000 iterations, the optimal value of energy was given as 12.56. As emphasized there, for variable $a$, the optimal domain is completely dependent on the initial shape. In our method, despite $a$’s being variable, the obtained optimal region was independent of the initial shape and the amount of optimal energy was considerably less, while the time consumed also decreased.

8 Conclusion

By doing an embedding process and using the property of positive Radon measures, we presented a new and very useful technique for solving the problem of minimizing the energy of a damped wave system in an unknown region. In this method, the problem was solved by a three-phase optimization search technique where the unknown damping coefficient, the region and a point of its boundary were found optimally. This method has some advantages in comparison to the method used by Munch (2009), since we did not face the difficulties mentioned there; such as level set functions being flat, divergence of the systems with respect to dispersion, and the tendency of time toward infinity when damping of numerical waves approaches zero. The most important characteristic of our shape measure method is its simplicity and its independence from the solution of the initial shape. To obtain the optimal domain, we just need to use three search techniques while solving linear programming problems. Additionally, it is necessary to emphasize that this method is much easier, linear and less time-consuming.
Figure 1: Optimal control function in Example 1

Figure 2: Optimal domain with constant damping coefficient $a = 10$ in Example 1

Figure 3: Optimal control function in Example 2
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Appendix A. Proof of Theorem 2
To prove this theorem, first, we present the two following lemmas.

Lemma 1. Consider the linear program (27) consisting of minimizing the function $\mu \to \mu(\Theta) \equiv E(\mu, \lambda)$ over the set $Q(M_1, ..., M_7)$ of measures in $M^+(D) \times M^+(D^*)$ satisfying conditions (27). When $M_1, M_2, ..., M_7$ tend to infinity,

$$\eta(M_1, ..., M_7) \equiv \inf_{Q(M_1, ..., M_7)} E(\mu, \lambda)$$

tends to $\eta = \inf_E E(\mu, \lambda)$. (This lemma is an extension of Proposition III.1 by Rubio (1986)).

Proof. (i) We prove, first, that the sequence $\{\eta(M_1, M_2, ..., M_7)\}$ is convergent when $M_1, ..., M_7$ tend to infinity; consider, first, the subsequence of $\eta(M_1, M_2, ..., M_7)$ in form $\{\eta(M_1, M_1, ..., M_1) : M_1 = 1, 2, ...,\}$. Since $Q(M_1, ..., M_1)$ is a subset of positive Radon measures that satisfies in constraint (26). Therefore, since

$$Q(1,1,1) \supset Q(2,2,2) \supset Q(3,3,3) \supset ... \supset Q(M_1, ..., M_1) \supset ... \supset Q,$$

then, $\eta(1,1,1) \leq \eta(2,2,2) \leq ... \leq \eta(M_1, ..., M_1) \leq ... \leq \eta$.

This sequence is non decreasing and bounded above and hence it converges to a number $\zeta \leq \eta$; thus, if $\epsilon > 0$, for $M_1 > N(\epsilon)$, we have:

$$|\eta(M_1, M_1, ..., M_1) - \zeta| < \epsilon$$ (30)

consider now $\eta(M_1, M_2, M_1, ..., M_1)$ for both $M_1$ and $M_2$ larger than $N(\epsilon)$. Without loss of generality, assume that $M_1 > M_2$. Then:

$$\eta(M_2, M_2, ..., M_2) \leq \eta(M_1, M_2, M_1, ..., M_1) \leq \eta(M_1, M_1, ..., M_1);$$
therefore,
\[ \eta(M_2, M_2, ..., M_2) - \zeta \leq \eta(M_1, M_2, M_1, ..., M_1) - \zeta \leq \eta(M_1, M_1, ..., M_1) - \zeta, \]
and according to (30), we have:
\[ |\eta(M_1, M_2, ..., M_1) - \zeta| \leq \epsilon. \]  
(31)

Now consider \( \eta(M_1, M_2, M_3, M_1, ..., M_1) \) for \( M_1 \geq M_2 \geq M_3 \geq N(\epsilon) \). Then, by the same procedure, one could show that:
\[ |\eta(M_1, M_2, M_3, M_1, ..., M_1) - \zeta| \leq \epsilon. \]  
(32)

In a similar manner, for \( M_1 > M_2 > M_3 > M_4 \geq N(\epsilon) \), we have:
\[
\eta(M_4, M_4, ..., M_4) \leq \eta(M_1, M_4, M_4, M_4, M_1, ..., M_1) \\
\leq \eta(M_1, M_2, M_4, M_4, M_1, ..., M_1) \leq \eta(M_1, M_2, M_3, M_4, M_1, ..., M_1) \\
\leq \eta(M_1, M_2, M_3, M_1, M_1, ..., M_1),
\]
and by using (30) and (32), we have:
\[ |\eta(M_1, M_2, M_3, M_4, M_1, ..., M_1) - \zeta| \leq \epsilon. \]

Finally, in a similar way, for \( M_1 \geq M_2 \geq ... \geq M_7 \geq N(\epsilon) \), one can show that:
\[ \eta(M_7, M_7, ..., M_7) \leq \eta(M_1, M_2, ..., M_7) \leq \eta(M_1, M_2, ..., M_6, M_1), \]
and hence:
\[ |\eta(M_1, M_2, ..., M_7) - \zeta| \leq \epsilon. \]

Thus, the sequence \( \{\eta(M_1, M_2, ..., M_7), M_1 = 1, 2, ..., M_7 = 1, 2, ...\} \) converges to the number \( \zeta \) as \( M_1, ..., M_7 \) tend to infinity.

(ii) We must prove now that the limit \( \zeta \) equals \( \eta = \inf_Q E(\mu, \lambda) \).

We, first, show that this limit \( \zeta \) can be computed sequentially. It is known that
\[ \zeta = \lim_{M_1 \to \infty} \lim_{M_2 \to \infty} ... \lim_{M_7 \to \infty} \eta(M_1, ..., M_7), \]
provided that \( \lim_{M_7 \to \infty} \eta(M_1, ..., M_7) \) exist since \( \zeta \) is a finite number. To show the existence of this, we fix \( M_1, M_2, ..., M_6 \) and vary \( M_7 \); since
\[ Q(M_1, ..., M_6, 1) \supset Q(M_1, ..., M_6, 2) \supset ... \supset Q(M_1, ..., M_7) \supset ... \supset Q; \]
thus,
\[ \eta(M_1, ..., M_6, 1) \leq \eta(M_1, ..., M_6, 2) \leq ... \leq \eta(M_1, ..., M_7) \leq ... \leq \eta. \]
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For \( M_6 = 1, 2, \ldots \) the non decreasing and bounded above sequence \( \{\eta(M_1, \ldots, M_7), M_7 = 1, 2, \ldots\} \) converges to number \( \zeta(M_1, \ldots, M_6) \). Hence, the double limit \( \lim_{M_6 \to \infty} \lim_{M_7 \to \infty} \) can be computed sequentially.

Now we define

\[
Q(M_1, \ldots, M_6) \equiv \cap_{M_7=1}^{\infty} Q(M_1, \ldots, M_6, M_7) \equiv Q(M_1, \ldots, M_6, \infty).
\]

For the fixed numbers \( M_1, M_2, \ldots, M_5 \), since \( \zeta(M_1, \ldots, M_6) = \lim_{M_7 \to \infty} \eta(M_1, \ldots, M_7) = \inf_{Q(M_1, \ldots, M_6)} E(\mu, \lambda) \), and

\[
Q(M_1, \ldots, M_5, 1) \supset \ldots \supset Q(M_1, \ldots, M_5, M_6) \supset Q,
\]

we have:

\[
\zeta(M_1, \ldots, M_5, 1) \leq \zeta(M_1, \ldots, M_5, 2) \leq \ldots \leq \zeta(M_1, \ldots, M_5, M_6) \leq \eta,
\]

thus \( \zeta(M_1, \ldots, M_5, M_6) \) is convergent where \( M_6 \to \infty \) and we have:

\[
\zeta(M_1, \ldots, M_5) = \lim_{M_6 \to \infty} \zeta(M_1, \ldots, M_5, M_6)
\]

\[
= \lim_{M_6 \to \infty} [\lim_{M_7 \to \infty} \eta(M_1, \ldots, M_6, M_7)].
\]

In a similar manner, by defining

\[
Q(M_1, \ldots, M_5) \equiv \cap_{M_6=1}^{\infty} Q(M_1, \ldots, M_6),
\]

we would have:

\[
\zeta(M_1, \ldots, M_5) = \lim_{M_6 \to \infty} \zeta(M_1, \ldots, M_4, M_5)
\]

\[
= \lim_{M_6 \to \infty} [\lim_{M_7 \to \infty} [\lim_{M_8 \to \infty} \eta(M_1, \ldots, M_6, M_7)]].
\]

therefore, in the last stage, we obtain \( \lim_{M_7 \to \infty} \zeta(M_1) = \zeta \).

(iv) Regarding (i) and (ii), now we can prove \( \zeta = \eta \). Let

\[
P \equiv \cap_{M_1=1}^{\infty} \cap_{M_2=1}^{\infty} \ldots \cap_{M_6=1}^{\infty} \cap_{M_7=1}^{\infty} Q(M_1, \ldots, M_7),
\]

then \( P \supset Q \), since \( Q(M_1, \ldots, M_7) \supset Q \) for all \( M_1, M_2, \ldots, M_7 \). We can show that under the conditions of the problem, \( Q \supset P \); thus \( Q = P \), that will finally imply

\[
\zeta = \lim_{M_1 \to \infty} [\lim_{M_6 \to \infty} \zeta(M_1, \ldots, M_6)] = \inf_{Q} E(\mu, \lambda),
\]

which is the contention in the theorem.

For this purpose, we prove that if \( (\mu, \lambda) \in P \), then they are also in \( Q \). For a set of total functions such as \( \phi_k, k = 1, 2, \ldots \), we have \( \lambda(\phi_k^2) = d_{\phi_k} \), according to the definition of \( P \). Based on the definition of total functions,
since \( \phi^g = \phi_t u + \phi_0 \) on \( D' \), \( \sup_{D'}|\phi_t - \phi_{r_k}| \) tend to zero as \( k \) tends to infinity, where \( \phi_k^g \) is defined in relationship (27). Therefore:

\[
|\lambda(\phi^g) - d_\phi| = |\lambda(\phi^g) - d_\phi - \lambda(\phi^g_k) + d_\phi_k| \\
= |\int_{\partial\omega}(\phi_t u + \phi_0)d\theta - \int_{\partial\omega}(\phi_t u + \phi_0_k)d\theta - (d_\phi - d_\phi_k)| \\
\leq \int_{\partial\omega}(|\phi_t - \phi_{r_k}|u|d\theta + \int_{\partial\omega}(|\phi_0 - \phi_{r_k}|d\theta + |d_\phi - d_\phi_k|
\]

\[
\leq K_1 \sup_{D'}|\phi_t - \phi_{r_k}| + K_2 \sup_{D'}|\phi_0 - \phi_{r_k}| + K_3 \sup_{D'}|\phi(r, \theta) - \phi_k(r, \theta)|,
\]

tend to zero and hence \( \lambda(\phi^g) = d_\phi \), i.e. \( \lambda \in Q \), where \( K_1, K_2 \) and \( K_3 \) are constant numbers. Using the similar method, for functions \( \psi^g \) and \( \nu_r \), we prove the above relationship. Let \( \mu \in P \), thus \( \mu(F_i) = 0 \) (\( F_i \) was defined in (27)), based on the definition of total functions, for every given \( \varphi \in H^1_0(D) \) and \( \epsilon > 0 \), there are integer \( N > 0 \) and scalars \( \gamma_i \), so that

\[
\sup_{[0, T]} \| \text{div}(\psi \varphi) - \sum_{i=1}^{N} \gamma_i \text{div}(\varphi \psi) \| < \epsilon;
\]

therefore, for every \( F \in C(\Omega \times [0, T]) \), we have

\[
|\mu(F)| = |\mu(F) - \sum_{i=1}^{N} \gamma_i \mu(F_i)| \\
= |\int_0^T \int_{\Omega} \text{div}(\psi \varphi) d\varphi \omega dt - \sum_{i=1}^{N} \int_0^T \int_{\Omega} \gamma_i \text{div}(\varphi \psi) d\varphi \omega dt| \\
\leq E_1 \sup_{[0, T]} \sup_{[\gamma_i]} \| \text{div}(\psi \varphi) - \sum_{i=1}^{N} \gamma_i \text{div}(\varphi \psi) \| \leq E_1 \epsilon; \quad (E_1 \text{constant}).
\]

Because \( \epsilon \) is arbitrary, \( |\mu(F)| \to 0 \). Sequentially, by considering the density of the functions \( f_i \in C(E) \), \( h_i \in C(E') \) and \( \varphi_i \in H^1_0(D) \), we use the same method in the case of functions \( G_j, H_j, I_j, K_j, L_i, P_i, Q_i, R_i, N_i \) and \( T_i \) to prove that \( \mu \in Q \). Therefore, \( P \subset Q \) and the proof is finished. □

**Lemma 2.** For every \( \epsilon > 0 \), the problem of minimizing the function

\[
\sum_{n=1}^{N} \alpha_n \Theta(Z_n)
\]

on the set \( P(M_1, M_2, ..., M_T)^c \) described by the inequalities (34) has a solution for sufficiently large \( N = N(\epsilon) \). The solution satisfies:

\[
\eta(M_1, ..., M_T) + \rho(\epsilon) \leq \sum_{n=1}^{N} \alpha_n \Theta(Z_n) \leq \eta(M_1, ..., M_T) + \epsilon, \quad (33)
\]

where \( \rho(\epsilon) \) tends to zero as \( \epsilon \) tends to zero.
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\[ -\epsilon \leq \sum_{m=1}^{M} \beta_m \varphi_k^g(z_m) - d_{\phi_k} \leq \epsilon, \quad k = 1, 2, \ldots, M; \]
\[ -\epsilon \leq \sum_{m=1}^{M} \beta_m \varphi_k^l(z_m) - 0 \leq \epsilon, \quad l = 1, 2, \ldots, M; \]
\[ -\epsilon \leq \sum_{m=1}^{M} \beta_m \nu_s(z_m) - a_s \leq \epsilon, \quad s = 1, 2, \ldots, M; \]
\[ -\epsilon \leq \sum_{m=1}^{M} \beta_m z_m^{1/2} - (1/7) L \sum_{n=1}^{N} \alpha_n r_n \leq \epsilon, \quad \]
\[ -\epsilon \leq \sum_{n=1}^{N} \alpha_n F_i(z_n) - 0 \leq \epsilon, \quad i = 1, 2, \ldots, M; \]
\[ -\epsilon \leq \sum_{n=1}^{N} \alpha_n G_j(Z_n) - \sum_{n=1}^{N} \alpha_n H_j(Z_n) - 0 \leq \epsilon, \quad j = 1, 2, \ldots, M; \]
\[ -\epsilon \leq \sum_{n=1}^{N} \alpha_n I_j(Z_n) - \sum_{n=1}^{N} \alpha_n K_j(Z_n) - 0 \leq \epsilon, \quad j = 1, 2, \ldots, M; \]
\[ -\epsilon \leq \sum_{n=1}^{N} \alpha_n [L_i(Z_n) - P_i(Z_n) - Q_i(Z_n) - R_i(Z_n) + N_i(Z_n)] + \sum_{m=1}^{M} \beta_m T_i(z_m) - \Phi_i \leq \epsilon, \quad i = 1, 2, \ldots, M; \]
\[ \alpha_n \geq 0, \quad n = 1, 2, \ldots, N; \quad \beta_m \geq 0, \quad m = 1, 2, \ldots, M. \]  

(34)

This lemma is the developed Theorem III.1 from Rubio (1986).

**Proof.** (i) Given \( \epsilon > 0 \), a set \( \{z^k, k = 1, 2, \ldots, M_1 + M_2 + M_3, Z^h, h = 1, 2, \ldots, M_4 + M_5 + M_6 + M_7\} \) (35) can be introduced, as in the proof of Proposition III.3 of [20], so that inequalities (34) are satisfied. For sufficiently large \( N \) and \( M \), the set

\[ w_{N,M} = \{z_i : i = 1, 2, \ldots, N, Z_j : j = 1, 2, \ldots, M\} \subset w \]

will contain (37); thus, the set \( P(M_1, M_2, \ldots, M_7) \) is nonempty for such values of \( N \) and \( M \), since the N-tuple \( \{\beta_k^g, k = 1, 2, \ldots, M_1 + M_2 + M_3, 0, 0, \ldots, 0\} \) and M-tuple \( \{\alpha_l^g, l = 1, 2, \ldots, M_4 + \ldots + M_7, 0, 0, \ldots, 0\} \) are in this set. From the first set of inequalities of (34), by \( z_m = 1 \) for all \( m = 1, 2, \ldots, M \), we have

\[ -\epsilon \leq \sum_{m=1}^{M} \beta_m - \Delta t \leq \epsilon \]

and from the fifth set of inequalities for \( F_i(Z_n) = 1 \), we have

\[ -\epsilon \leq \sum_{n=1}^{N} \alpha_n \leq \epsilon; \]

this set of \( N \) and \( M \)-tuples with nonnegative entries is bounded and also closed; thus, it is compact and the linear function \( \sum_{n=1}^{N} \alpha_n \Theta(Z_n) \) attains its minimum over this set. Hence, we have:

\[ \min_{n=1}^{N} \sum_{k=1}^{M_1+\ldots+M_7} \alpha_k \Theta(Z^k) \leq \eta(M_1, \ldots, M_7) + \epsilon; \]  

(36)

Therefore, one of the inequalities of (33) has been proved. For the other, let us define \( Q(M_1, \ldots, M_7)^\gamma \), by using equations (26) as follow:

\[ Q(M_1, \ldots, M_7)^\gamma = \{\mu \in M^+(D), \lambda \in M^+(D^\prime) : |\lambda(\varphi_k^g(\theta, r, u)) - d_{\phi_k}| \leq \epsilon, \]
\[ k = 1, 2, \ldots, M_1; \quad |\lambda(\varphi_k^l(\theta, r, u)) - 0| \leq \epsilon, \quad l = 1, 2, \ldots, M_2; \]
\[ |\mu(L_i) - \mu(P_i) - \mu(Q_i) - \mu(R_i) + \lambda(T_i) + \mu(N_i) - \Phi_i| \leq \epsilon, \quad i = 1, 2, \ldots, M_7\}. \]
Then, the set of measures of the type \( \mu = \sum_{n=1}^{N} \alpha_n \delta(Z_n) \) and \( \lambda = \sum_{m=1}^{M} \beta_m \delta(z_m) \) with the coefficients \( \alpha_n \) and \( \beta_m \) in the set \( P(M_1, ..., M_7)' \), is a subset of \( Q(M_1, ..., M_7)' \). Thus,

\[
\min \sum_{n=1}^{N} \alpha_n \Theta(Z_n) \geq \min \mu(\Theta), \tag{37}
\]

where the minimum in the left-hand side of this inequality is over the set \( P(M_1, ..., M_7)' \) and the one in right-hand side is over \( Q(M_1, ..., M_7)' \). Also, \( Q(M_1, ..., M_7) = \cap_{\epsilon>0} Q(M_1, ..., M_7)' \), and

\[
Q(M_1, ..., M_7)' \supset Q(M_1, ..., M_7)'^{\epsilon_1} \quad \text{if} \quad \epsilon_1 > \epsilon_2. \tag{38}
\]

Let \( \eta(M_1, ..., M_7, \epsilon) \) be the infimum of \( \mu(\Theta) \) over the set of measures \( Q(M_1, ..., M_7)' \). Then, by (40), we have \( \eta(M_1, ..., M_7, \epsilon_1) \leq \eta(M_1, ..., M_7, \epsilon_2) \), if \( \epsilon_1 > \epsilon_2 \).

It is sufficient for our purposes to consider a sequence of values of \( \epsilon = 1/p \) where \( p = 1, 2, ... \). Then,

\[
\eta(M_1, ..., M_7, 1) \leq \eta(M_1, ..., M_7, \frac{1}{2}) \leq ... \leq \eta(M_1, ..., M_7, \frac{1}{p}) \leq ... \leq \eta,
\]

the sequence \( \{\eta(M_1, ..., M_7, 1/p)\} \) is non decreasing and bounded above. Therefore, it converges to a number \( \gamma(M_1, ..., M_7) \) satisfying

\[
\gamma(M_1, ..., M_7) = \lim_{p \to \infty} \eta(M_1, ..., M_7, \frac{1}{p}) = \inf_{Q(M_1, ..., M_7)} \mu(\Theta) = \eta(M_1, ..., M_7).
\]

Thus

\[
\rho(\epsilon) \equiv \eta(M_1, ..., M_7, \epsilon) - \eta(M_1, ..., M_7) \tag{39}
\]

tends to zero as \( \epsilon \) tends to zero; it follows from (39) and (41) that

\[
\min \sum_{n=1}^{N} \alpha_n \Theta(Z_n) \geq \min \mu(\Theta) = \eta(M_1, ..., M_7) + \rho(\epsilon),
\]

where the left-hand minimum is over the set \( P(M_1, ..., M_7)' \) and the right-hand one is over \( Q(M_1, ..., M_7)' \). Now we prove Theorem 2 as follow:

**Theorem 2.** If the used minimization techniques in Step 3 of the above algorithm are convergent, then, the algorithm converges to the optimal solution of (1) when \( M, N, M_1, M_2, ..., M_7 \) tend to infinity.

**Proof.** To demonstrate the proof, we have used the proof by contradiction. Let \((\alpha^*, \beta^*, a^*, r^*_d)\) be the minimizer of \( E(\alpha, \beta, a, r_d) \) but \((\omega^*, a^*)\) is not the minimizer of \( E(\omega, a, t) \), this means that the algorithm does not converge to
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the solution of (1). Thus, there is \((\omega', a')\) such that

\[ E(\omega', a', T) < E(\omega^*, a^*, T). \] (40)

According to the Riesz representation theorem and considering one to one transformation of problem (1), with objective function defined in relationship (2), to problem (26), there are unique measures \(\mu' (\Theta)\) and \(\mu^* (\Theta)\) corresponding to \(E(\omega', a', T)\) and \(E(\omega^*, a^*, T)\), where:

\[ \mu' (\Theta) \equiv E(\mu', \lambda') < \mu^* (\Theta) \equiv E(\mu^*, \lambda^*). \]

According to Lemma 1, we have:

\[ \eta(M_1, ..., M_7) = \inf_{Q(M_1, ..., M_7)} \mu(\Theta) \rightarrow \eta = \inf_{Q} \mu(\Theta) = \inf E(\mu, \lambda), \]

and according to Lemma 2,

\[ \eta(M_1, ..., M_7) + \rho(\epsilon) \leq \sum_{n=1}^{N} \alpha_n \Theta(Z_n) \leq \eta(M_1, ..., M_7) + \epsilon, \]

therefore,

\[ \mu' (\Theta) = \inf_{Q} \mu(\Theta) \equiv \inf E(\mu, \lambda) = E(\mu', \lambda') < E(\mu^*, \lambda^*) \]

and

\[ \eta' + \rho(\epsilon) \leq \sum_{n=1}^{N} \alpha_n' \Theta(Z_n) \equiv E(\alpha', \beta', a', r'_d) \leq \eta' + \epsilon, \]

according to the above relationships:

\[ \sum_{n=1}^{N} \alpha_n' \Theta(Z_n) < \sum_{n=1}^{N} \alpha_n^* \Theta(Z_n) \]

thus according to (42), we have:

\[ E(\alpha', \beta', a', r'_d) < E(\alpha^*, \beta^*, a^*, r^*_d). \]

This is in contradiction with what we supposed at the beginning, thus, \((\omega^*, a^*)\) is minimizer of problem (1).
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یک روش خطي برای طراحی بهینه چشم‌های مربایی دارای اتفاق داخلی

علي‌رضا فخیم‌زاده چهرمی، هاجر علی‌پرستاد دست خضر، و علي‌پرستاد

دانشگاه صنعتی شیراز، دانشکده ریاضی
دانشگاه چمران، گروه ریاضی

دریافت مقاله ۲۲ بهمن ۱۳۸۳، دریافت مقاله اصلاح شده ۲۲ بهمن ۱۳۸۳، پذیرش مقاله ۲۷ خرداد ۱۳۸۴

چکیده: یک سیستم موج میرایی و دو برای نگهبانی، که دارای اتفاق انرژی در دوز مجموعای مجهول از دامنه موج با پارامتر مربایی مجهول می‌باشد. هدف حل مسئله برای وضع طراحی شکل، شامل بیهنسازی شکل این دوز مجموعه جهت کنار گرفتن انرژی سیستم در یک زمان معین می‌باشد. با استفاده از یک الگوریتم جدید براساس روش نشانه‌نگاری، برای حل این مسئله، معادلات سیستم را در قالب توابع توانی نوشته، پس از آن، با استفاده از توانایی توانایی کردن هبایی از دوز مسائل در همبستگی، مسئله را در فضای اندازها توانایی می‌دهد. در این روش، مسئله در طراحی شکل بهینه به یک مسئله برنامه‌ریزی خطي نامتناهی تبدیل می‌شود که وجود جواب آن تضمین شده است. در این مسئله، با استفاده از جالگام تقريب، جواب بهینه (کنترل بهینه، یا بهینه، پارامتر مربایی بهینه و انرژی بهینه) با یک روش جستجوی بهینه است. مشخص می‌گردد. به منظور مقایسه این روش جدید با دیگر روش‌ها همین سازی عهده‌ی تهیه‌رده‌ی تهیه‌رده‌ی است. 
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